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Abstract

We study the probability tail properties of Inverse Probability Weighting (IPW) estimators of the

Average Treatment Effect (ATE) when there is limited overlap between the covariate distributions

of the treatment and control groups. Under unconfoundedness of treatment assignment conditional

on covariates, such limited overlap is manifested in the propensity score for certain units being very

close (but not equal) to 0 or 1. This renders IPW estimators possibly heavy tailed, and with a slower

than
√
n rate of convergence. Historically estimators are either based on the assumption of strict

overlap, i.e. the propensity score is bounded away from 0 and 1; or they truncate the propensity score;

or trim observations based on a variety of techniques based on covariate or propensity score values.

Trimming or truncation is ultimately based on the covariates, ignoring important information about

the inverse probability weighted random variable Z that identifies ATE by E[Z] = ATE. We propose a

tail-trimmed IPW estimator whose performance is robust to limited overlap. In terms of the propensity

score, which is generally unknown, we plug-in its parametric estimator in the infeasible Z, and then

negligibly trim the resulting feasible Z adaptively by its large values. Trimming leads to bias if Z

has an asymmetric distribution and an infinite variance, hence we estimate and remove the bias using

important improvements on existing theory and methods. Our estimator sidesteps dimensionality, bias

and poor correspondence properties associated with trimming by the covariates or propensity score.

Monte Carlo experiments demonstrate that trimming by the covariates or the propensity score requires

the removal of a substantial portion of the sample to render a low bias and close to normal estimator,

while our estimator has low bias and mean-squared error, and is close to normal, based on the removal

of very few sample extremes.
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1 Introduction

We propose a tail-trimmed Inverse Probability Weighting (IPW) estimator of the average treatment effect

(ATE) in observational studies. The estimator is robust to heavy tails that arise due to limited overlap

in the distribution of the observed covariates X for the treatment and the control groups.

The strong ignorability assumption of Rosenbaum and Rubin (1983) can (nonparametrically) point

identify the ATE. It requires the existence of a set of observed covariates X satisfying unconfoundedness

of the treatment assignment conditional on the observed covariates, and strict overlap. We maintain the

assumption of perfect compliance, that is the treatment is taken if and only if it is assigned.

We focus on strict overlap which requires the propensity score, the probability of taking the treatment

conditional on the observed covariates X, to be bounded away from zero and one. We slacken the strict

overlap assumption by allowing for limited overlap: the propensity score can be arbitrarily close to zero or

one (Khan and Tamer, 2010).1 Limited overlap accommodates conventional models where the treatment

assignment depends on a latent variable crossing some threshold (e.g. Busso, DiNardo, and McCrary

(2009)). While limited overlap still allows for point identification, this may result in irregular identification

(Khan and Tamer, 2010). Consequently the tails of IPW estimators of the ATE may get thicker causing

instability in estimation and inference, and a breakdown of the standard asymptotic properties such as
√
n -convergence and asymptotic normality. Identification is irregular precisely because Z, the inverse

probability weighted random variable that identifies the ATE, may not belong to the domain of attraction

of a normal law. See Section 2.1 for definitions and assumptions. Hence conventional estimators can have

non-Gaussian limits when properly scaled (cf. Ibragimov and Linnik, 1971) and robust estimators can

have a slower than
√
n convergence rate (Khan and Tamer, 2010).2 This is discussed in the supplemental

material Chaudhuri and Hill (2024, Part I); see also Khan and Nekipelov (2013).

Our main contribution is a tail-trimmed parametric IPW estimator of the ATE. Our estimator is

robust in the sense that it is consistent, asymptotically unbiased and normally distributed even under

limited overlap, irrespective of heavy tails, and irrespective of the (finite) number of covariates in X. Our

estimator is parametric because it plugs in a parametric estimator for the generally unknown propensity

score in the infeasible Z that point identifies ATE. We trim the resulting feasible Z adaptively by a

vanishing sample portion of large values, which results in asymptotic bias in the limit distribution when Z

has an infinite variance and an asymmetric distribution. Using important improvements to bias correction

theory developed in Peng (2001) and Hill (2015), we estimate an approximation of the bias based on a

power law assumption on Z. Our resulting estimator is asymptotically unbiased in its limit distribution

even if Z has distribution tails that decay faster than any power law (cf. Hill, 2015). Although our

presentation can be easily extended beyond ATE estimation to general parametric IPW M-estimation as

in Wooldridge (2007), we focus on ATE estimation for brevity.

As a second contribution, in Chaudhuri and Hill (2024, Part I) we provide a detailed characterization

of the effect of the relative tail behavior of the covariates X and the unobserved errors on subsequent

estimation and inference based on IPW estimators. In the conventional threshold crossing models for

1Crump, Hotz, Imbens, and Mitnik (2009) use limited overlap in a broader empirical sense, in particular “parts of the
covariate space with limited numbers of observations for either the treatment or control group”. See p. 188.

2Location estimators’ sensitivity to heavy tailed data in general is well known. See Bahadur (1960) and Jureckova (1981).
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treatment assignment, we characterize when Z has a power law distribution tail, and possibly an infinite

variance. Although an infinite variance does not guarantee a standard ATE estimator will have a non-

Gaussian limit,3 this nevertheless suggests the need for an estimator that is robust to the possibility of

heavy tails, and therefore ensures standard inference.

Three features of our estimator are worth noting. First, if overlap is strict or limited overlap is not

significant enough to render heavy tails, our estimator is asymptotically equivalent to the untrimmed

parametric IPW estimator. Second, if limited overlap results in an infinite variance, trimming based on

either feasible or infeasible Z yield the same asymptotic results: the power law properties of the infeasible

Z and the trimming mechanism are all that matter for explaining why our estimator works. This is,

however, an asymptotic result. In general, we still achieve the well known property that estimation based

on the feasible Z promotes an estimator variance that is no larger than if the infeasible Z were used (see

Wooldridge, 2007). The inequality holds even asymptotically if Z has a finite variance. Third, we use

Karamata Theory for power law tails to motivate a model for, and to estimate, bias. The power law

decay rate, however, neither needs to be known nor even true (e.g. tails may decay exponentially fast)

for our bias corrected tail-trimmed estimator to be valid for standard inference (cf. Hill, 2015).4

Although our estimator is based closely on bias correction theory developed in Peng (2001) and ex-

panded in Hill (2015), we make several key contributions that apply in general to robust mean estimation.

First, by re-centering for the trimming criterion and re-scaling by the number of non-trimmed observations

we ensure both an unbiased estimator when Z has a symmetric distribution, and otherwise diminished

bias making our bias estimator more accurate. Second, we use a slight variation on the bias formula

in Hill (2015) which promotes a bias correction that does not affect the limit distribution of our ATE

estimator, and greatly simplifies inference. Third, we use the bias correction only when it helps.

Khan and Nekipelov (2013) provide an array of results showing the failure of pivotal and bootstrap

inference for conventional IPW estimators with a plug-in. Our robust ATE estimator with bias correction

and corresponding estimator of the asymptotic scale results in pivotal inference by construction, whether

tails decay according to a power law or not. This occurs precisely because we remove a vanishing fractile

of tail observations of Z that erode regular identification under substantial limited overlap.

Self-standardized untrimmed IPW estimators, however, are not pivotal (Busso, DiNardo, and Mc-

Crary, 2009; Khan and Tamer, 2010; Khan and Nekipelov, 2013). We present a unique set of results that

verify this in Chaudhuri and Hill (2024, Part I). Using a latent variable treatment selection framework we

show Z has power law tails, with monotonically heavier tails as the degree of limited overlap increases.

Thus, regular and irregular identification hinge on the exact degree of limited overlap in that framework.

It is important to recognize that our goal is fundamentally different from that of the conventional use

of trimming in the ATE literature. Leading up to this article’s original circulation,5, the focus there is

either to put bounds on the ATE (e.g. Lechner (2008)) or to locate a suitable region of common support

to point identify the ATE for a subpopulation (that may or may not be the population of interest) defined

by the common support and achieve internal validity of the ATE estimator. See Heckman, Ichimura, and

3See Chapter 9 in Feller (1971), and recently Chritsopeit and Werner (2001).
4Valid inference could possibly be made without trimming by using a bootstrap or subsampling method, although sharp

caveats exist in the heavy tailed case. See Hall (1990) and Khan and Nekipelov (2013).
5This paper was originally circulated in 2016.
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Todd (1998), Dehejia and Wahba (1999), Crump, Hotz, Imbens, and Mitnik (2009), Lee, Lessler, and

Stuart (2011), and Traskin and Small (2011). In contrast, the ATE is already point identified under

limited overlap.

Our tail-trimmed IPW estimator overcomes the problems of the existing IPW estimators that are

associated with irregular identification. This follows from our different, innovative, trimming strategy

based on Z itself, rather than the otherwise conventional strategies of trimming or truncating either

directly on the conditioning covariates (involved in the ignorability assumption) or the propensity score.

See Section 2.2 for a broad review. Since our problem concerns dealing with a possible infinite variance of

feasible or infeasible Z, trimming based on feasible Z is our natural strategy. By doing so, we use all the

available information about the causes of extremes in feasible Z, and sidestep the issues related to the

dimensionality of the covariates, and the poor correspondence between the covariates or propensity score

and Z. By trimming negligibly we ensure asymptotic normality in general, without a model of treatment

assignment or assumptions on the covariates.

The rest of the paper is organized as follows. In Section 2 we motivate our estimator by describing

the framework, discussing the problem of ATE estimation under limited overlap, and detailing existing

methods to deal with it. We then introduce our tail-trimmed estimator in Section 3 and present its

asymptotic properties under a general set of high level assumptions. Finally, we perform Monte Carlo

experiments in Section 4 and in Chaudhuri and Hill (2024, Part II) in order to compare our robust and

asymptotically unbiased estimator with existing estimators. Our estimator performs best overall within

a simulation design that allows for multiple covariates and possibly asymmetrically distributed Z (and

therefore bias due to trimming): it exhibits small bias and mean-squared-error, and is close to normal,

based on a remarkably small amount of trimming. If limited overlap is severe then other estimators

considered either exhibit bias and are far from normal, both leading to poor inference, or require a

substantial amount of trimming and therefore waste observations in order to be competitive.

Throughout an ∼ bn implies an/bn → 1 as n → ∞. K is a positive finite constant, the value of which

may change from line to line. ι > 0 is a tiny number that may be different in different places. [z] is the

integer part of z. I(A) denotes an indicator variable for the event A.

2 Framework and Literature Review

2.1 IPW Estimators under Limited Overlap

Let D be a binary variable such that D = 1 if the treatment is taken and D = 0 otherwise. Let

Y1 ≡ Y (D = 1) and Y0 ≡ Y (D = 0) denote the potential outcomes. See Rubin (1974). Our object of

interest is the population ATE:

θ ≡ E[Y1 − Y0]. (1)

Y1 and Y0 cannot be simultaneously observed for the same unit: we only observe the realized outcome

Y = DY1 + (1−D)Y0.
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This causes a problem in observational studies with not (completely-at-) random treatment assignment,

because the difference in the expected realized outcome for the treatment and the control groups E[Y |D =

1]− E[Y |D = 0] cannot identify the ATE θ in general.

Identification of θ can, however, be achieved by the following strong ignorability (unconfoundedness

and strict overlap) assumption (Rosenbaum and Rubin, 1983), cf. Crump, Hotz, Imbens, and Mitnik

(2009). Assume there exists a set of observed covariates X (throughout ⊥ expresses independence).

Assumption A1 (Unconfoundedness): Y1, Y0 ⊥ D|X.

Assumption A2 (Strict Overlap): 0 < p∗ ≤ p(X) ≡ P (D = 1|X) ≤ 1− p∗ < 1 a.s. for a constant p∗.

Assumptions A1 and A2 immediately imply identification:

E

[
D

p(X)
Y − 1−D

1− p(X)
Y

]
= E

[
E

[
D

p(X)
Y1 −

1−D

1− p(X)
Y0

∣∣∣∣X] = E (E[Y1|X] − E[Y0|X]) = θ.

Now define

h(X) ≡ D

p(X)
− 1−D

1− p(X)
=

D − p(X)

p(X)(1− p(X))
and Z ≡ h(X)Y,

thus the ATE θ is point identified by the probability weighted random variable Z: E [Z] = θ. An IPW

estimator of the ATE is a sample analog of the left-hand-side, with a plug-in for unknown p(X) (see, e.g.,

Hirano, Imbens, and Ridder, 2003, and their references).

Notice p(X) = 0 or p(X) = 1 with positive probability imply an absence of strict overlap, or even

limited overlap defined below. This violates A2 and is a well recognized problem with ATE identification

and estimation. We abstract from such severe, albeit realistic, non-overlap possibilities, and instead focus

on the case of limited overlap that may indeed be difficult to rule out even after careful balancing of the

covariates X by the analyst. The terminology is borrowed from Khan and Tamer (2010).

Assumption A2′ (Strict or Limited Overlap): 0 < p(X) ≡ P (D = 1|X) < 1 a.s.

A2′ intrinsically allows for limited overlap: the propensity score p(X) may get arbitrarily close to

endpoints 0 and 1. Although trivially A2′ nests strict overlap A2, the problem is far more subtle under

A2′. The ATE θ is point identified but, as Khan and Tamer (2010) showed, under A1 and A2′ the

efficiency bound is infinity. In practice, this can lead to instability due to a slower than standard rate of

convergence for IPW estimators, and a large or unbounded variance. A similar problem arises in IPW

estimators of E[Y0].
6

2.2 Existing IPW Methods to Handle Limited Overlap

If the proportion of units with small or large p(X) is not sufficiently low to prevent instability, but low

enough to guarantee the identification of θ, one could possibly remove some or all of these units and thus

trim the tails of the distribution of the IPW estimator to restore the standard asymptotic properties. We

discuss four strands of the literature leading up to the present paper.

Weight Capping Capping the weights involves truncating extreme observations of p(X) by percentile

6The limited overlap problem is due to the tail behavior of the true propensity score p(X). This is fundamentally different
from the problem associated with parametric mis-specification of the propensity score model, cf. Kang and Schafer (2007).
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cutpoints like 1 and 99 or by fixed cutpoints p∗ and 1−p∗, thereby mimicking strict overlap A2. See, Lee,

Lessler, and Stuart (2011) and Chaudhuri and Min (2012) respectively. The method is ad hoc and can

increase bias substantially, although Lee, Lessler, and Stuart (2011) give simulation evidence supporting

percentile cutpoints, while Frolich (2004) finds capping works better than removing the concerned units

altogether as is done by the conventional trimming rules with the IPW estimators. Potter (1993) explores

different cutpoint selection methods based on minimizing a suitably chosen mean squared error function.

The asymptotic properties of such estimators are apparently not completely known.

Unit Removal A more conventional strand involves the removal of units from the treated and the

control groups for which there is no comparable units in the opposite group. See, for example, Heckman,

Ichimura, and Todd (1998), Dehejia and Wahba (1999), Crump, Hotz, Imbens, and Mitnik (2009), and

Traskin and Small (2011). These trimming rules were designed in the context of matching estimators to

obtain internal validity of the estimates, while Crump, Hotz, Imbens, and Mitnik (2009), where the focus

is primarily on identifying the subpopulation (in terms of the covariates) for which ATE can be estimated

with maximum precision, applies generally. However, the resulting estimator may not identify the ATE

for the original population, unless the treatment effect is homogeneous.

Tail Trimming A third strand exploits a classic tail-trimmed estimator. Studies that are closest

in spirit to the present study are due to Khan and Tamer (2010) and Yang (2015). (Also see Crump,

Hotz, Imbens, and Mitnik (2009) who, as noted above, have a slightly different focus and also work with

a different definition of limited overlap.) Khan and Tamer (2010) assume D = I(α + βX − U ≥ 0)

where X is a scalar covariate/index, and U is a random error independent of X. They show asymptotic

normality is assured by removing units Z ≡ h(X)Y with |X| > νn, where {νn} is a sequence of non-

random numbers, and νn → ∞ as the sample size n → ∞. The proposed estimator based on the observed

sample {Yi, Di, Xi}ni=1 trims by Xi (tx):

θ(tx)n ≡ 1

n

n∑
i=1

h(Xi)YiI (|Xi| ≤ νn) where h(Xi) ≡
Di

p(Xi)
− 1−Di

1− p(Xi)
=

Di − p(Xi)

p(Xi)(1− p(Xi))
. (2)

Several features of their method are worth noting:

(1). The propensity score is assumed known for ease of presentation.

(2). The rate of convergence of θ
(tx)
n is studied under the normalization β = 1 when Xi and Ui are

iid logistic. The convergence rate, when νn minimizes the mean-squared-error, is (n/ ln(n))1/2, aligning

identically with a sample mean of an iid random variable with power law distribution tails with index

exactly 2, hence the variance of h(Xi)Yi is infinite. See, e.g., the textbook treatments of Leadbetter,

Lindgren, and Rootzen (1983) and Resnick (1987). In their second example where Xi is logistic and Ui is

normal, the convergence rate is even slower, aligning with a tail index less than 2, hence heavier tails in

Xi imply heavier tails for h(Xi)Yi. That the rate of convergence appears to suggests rates of tail decay

are neither shown nor discussed in the literature to the best of our knowledge.

(3). By fixing V ar(Ui) = 1 and letting β > 0 vary, we demonstrate Chaudhuri and Hill (2024, Part I)

that the tail decay rate for h(Xi)Yi is monotonic in β, with heavier tails and infinite variance occurring

with β ≥ 1. The converse is true if, equivalently, we fix β = 1, as in Lewbel (1997) and Khan and Tamer
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(2010), and let V ar(Ui) or V ar(Xi) vary: heavier tails align with larger V ar(Xi)/V ar(Ui). This points

to a natural signal-noise property: heavier tails align with a stronger signal (i.e. large β or large V ar(Xi))

and smaller noise (i.e. small V ar(Ui)), which can have a dramatic impact on IPW estimators of the ATE.

As far as we know, a complete characterization of the rate of convergence or asymptotic distribution for

θ
(tx)
n in this more general setting, where either β or V ar(Ui) is arbitrary, is not available.

(4). It is not clear how a covariate trimming rule should be modified when multiple covariates are

required to ensure that Assumption A1 holds. Possible solutions could be trimming based on p(Xi), as in

Crump, Hotz, Imbens, and Mitnik (2009) when V (Y1|X) = V (Y0|X) is a constant X-a.s., or based on the

weight h(Xi). Both are related to the literature on weight capping discussed above. However, h(Xi)Yi,

and not h(Xi), identifies θ. Hence, if E[h2(Xi)Y
2
i ] = ∞ then in general only trimming sufficiently many

of the largest realizations of |h(Xi)Yi| will guarantee asymptotic normality irrespective of the relationship

between covariate X, propensity score p(X) and realized outcome Y , cf. Csörgo, Horváth, and Mason

(1986); Hahn, Weiner, and Mason (1991); Hill (2015).

(5). Estimators like θ
(tx)
n may be asymptotically biased. Indeed and somewhat trivially, unless θ =

0 and h(Xi)Yi has a symmetric distribution around θ, we do not have E[h(Xi)YiI(|Xi| ≤ νn)] = θ in

general. Moreover under limited overlap when tails are heavy, bias may converge too slowly such that

(n/σ2
n)

1/2{E[h(Xi)YiI(|Xi| ≤ νn)] − θ} → (0,∞] in which case there is asymptotic bias in the limit

distribution, where σ2
n ≡ E[(h(Xi)YiI(|Xi| ≤ νn) − E[h(Xi)YiI(|Xi| ≤ νn)])

2]. See especially Csörgo,

Horváth, and Mason (1986), and see Khan and Tamer (2010) and Hill (2015).

Yang (2015) studies estimators of the type µ̂n ≡ 1/n
∑n

i=1WiI(−ν̃n ≤ Vi ≤ −νn), where Wi and Vi

are random variables, (νn, ν̃n) > 0 and (νn, ν̃n) → ∞. Let xn,i ≡ WiI(−ν̃n ≤ Vi ≤ −νn), σ
2
n ≡ E[(xn,i

− E[xn,i])
2], and bias is Bn ≡ E[xn,i] − E[Wi]. Under an iid assumption, Yang (2015) gives necessary

and sufficient conditions for the existence of (ν̃n, vn) such that the Lindeberg condition for (n1/2/σn)(µ̂n

− E[Wi] − Bn) holds, an optimal convergence rate is achieved, and (n1/2/σn)Bn = O(1). Yang (2015)

only tackles inverse density weighted cases Wi = Yi/fV (v) where fV (v) is the density function for Vi,

thus Wi is trimmed by some covariate as in Khan and Tamer (2010). Theory is only developed for

endogenous selection models where one-sided trimming is used: ν̃n is fixed while vn → ∞, thus only

one threshold sequence is chosen. Yang’s (2015) goal is a set of theoretical statements that characterize

the existence of an optimal {vn} in terms of rate of convergence, but not inference itself. Indeed, there

is possible asymptotic bias in the limit distribution (n1/2/σn)(µ̂n − E[Wi])
d→ N(B, 1) where B ≡

limn→∞(n1/2/σn)Bn < ∞, and an estimator of B is not given. Moreover, there is no guarantee that the

chosen {vn} for a given sample will actually lead to trimming, and generally the estimator results in bias

making it sub-optimal relative to competing estimators (see Section 5 in Yang, 2015).

Our estimator seeks to address the above issues. It trims by a plug-in version of Zi = h(Xi)Yi

allowing for parametric estimation of p(Xi).
7 Asymptotic normality is assured whether limited overlap

implies h(Xi)Yi has an infinite variance or not. Indeed, the power law decay rate need neither be known,

nor even true, for a standard asymptotic theory to be valid and for our bias correction approach to be valid

7A non-parametric estimator of p(X) can in principle be used for efficient estimation of ATE under when the overlap
is indeed strict (see Hirano, Imbens, and Ridder (2003)), but aspects of our limit theory will be different and consume
unnecessary space for development.
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(see Hill, 2015). We demonstrate by simulation that trimming h(Xi)Yi when h(Xi)Yi is a sample extreme

leads to a sharp and approximately normal estimator when only a few sample extremes are removed, which

makes the bias correction in small samples fairly sharp. On the other hand, a computation experiment

in Chaudhuri and Hill (2024, Part I: Appendix G) reveals that the link between scalar Xi, p(Xi) or Yi,

and h(Xi)Yi, can be fairly weak in a latent variable treatment selection framework, hence trimming by

Xi, p(Xi) or Yi can lead to unstable estimators. A similar Monte Carlo experiment in Section 4 shows

that, when trimming by Xi or p(Xi), a substantially greater number of observations need to be trimmed

to ensure approximate normality in small samples, and therefore accurate asymptotic inference.

Finally, recall that the ATE is already identified under limited overlap and hence our focus is beyond

internal stability. Thus, the approach of Crump, Hotz, Imbens, and Mitnik (2009) of not involving the

outcome Yi in the trimming rule in order to avoid deliberate bias with respect to the treatment effects

being analyzed is not necessary for our purpose. Our simulation experiment shows trimming by Yi leads

to poor inference when limited overlap is severe enough for Zi to have an infinite variance.

Small Sample Inference Lastly, Rothe (2015) exploits exact small sample inference methods in

the statistics literature to produce robust intervals of the ATE. The data, however, must be distributed

according to a scale mixture of normals. We only require a power law assumption on tail decay to justify

a model of bias, while Hill (2015) shows the bias model leads to valid inference even if tails decay faster

than a power law.

3 Tail-Trimmed IPW Estimator

We present our core trim-by-Z IPW estimator θ̂
(tz)
n and then discuss asymptotic bias. We then present

an optimally fitted bias-corrected estimator θ̂
(tz:o)
n . We complete the section by summarizing how to

implement our estimator based on logical fractile choices for the tail-trimmed estimator and bias estimator.

3.1 The Tail-Trimmed Estimator

Our goal is IPW estimation and inference of θ using the observed sample {Yi, Di, Xi}ni=1 on n units drawn

at random from the population of interest. We work with a postulated parametric model p(X, γ), where

γ ∈ Rq is unknown with finite dimension q ≥ 1. The model is assumed correct: there exists a unique

γ0 such that p(X) = p(X, γ0) a.e. σ(Xi). See Assumption B1 below for the precise statement of the

assumption.

Write

hi(γ) ≡ h(Xi, γ) ≡
Di

p(Xi, γ)
− 1−Di

1− p(Xi, γ)
with hi = hi(γ0), and Zi(γ) ≡ hi(γ)Yi with Zi ≡ Zi(γ0).

Define sample order statistics of mean centered Zi(γ):

Ẑn,i(γ) ≡ Zi(γ)−
1

n

n∑
j=1

Zj(γ), Ẑ
(a)
n,i (γ) ≡

∣∣∣Ẑn,i(γ)
∣∣∣ and Ẑ

(a)
n,(1)(γ) ≥ Ẑ

(a)
n,(2)(γ) ≥ · · · ≥ Ẑ

(a)
n,(n)(γ), (3)

and let {kn} be an intermediate order sequence: kn ∈ {1, ..., n}, kn → ∞ and kn/n → 0. Let γ̂n be an
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estimator for γ0. The tail-trimmed IPW estimator is

θ̂(tz)n (γ̂n) ≡
1

n− kn

n∑
i=1

Zi(γ̂n)I

∣∣∣∣∣∣Zi(γ̂n)−
1

n

n∑
j=1

Zj(γ̂n)

∣∣∣∣∣∣ < Ẑ
(a)
n,(kn)

(γ̂n)

 . (4)

Thus kn/n is the (left and right) tail portion of observations used to estimate θ.

There are several features of θ̂
(tz)
n (γ̂n) that demand clarification. First, we scale by n − kn and use

the mean-centered variable Zi(γ̂n) − 1/n
∑n

j=1 Zj(γ̂n) as the trimming criterion in order to achieve an

asymptotically unbiased estimator when Zi is symmetrically distributed about θ. This is seemingly never

exploited in the literature, but improves upon bias control when Zi is asymmetrically distributed. Sec-

ond, kn → ∞ and kn/n → 0 imply trimming matters for asymptotics, but is negligible. The threshold

Ẑ
(a)
n,(kn)

(γ̂n) is therefore an intermediate order statistic hence Ẑ
(a)
n,(kn)

(γ̂n)
p→ ∞ (Leadbetter, Lindgren, and

Rootzen, 1983; Galambos, 1987). Negligibility ensures θ̂
(tz)
n (γ̂n) is consistent since Zi may be asymmetri-

cally distributed, it allows us to use extreme value theory for bias estimation, and it promotes asymptotic

normality.

Third, Ẑn,i(γ̂n) exploits two plug-ins: one for the propensity score via γ̂n, and one for mean centering

via Zi(γ̂n) − 1/n
∑n

j=1 Zj(γ̂n). Neither plug-in impacts the asymptotic properties of tail estimators like

Ẑ
(a)
n,(kn)

(γ̂n), as long as kn → ∞ slower than the plug-in γ̂n rate of convergence (cf. Hill, 2014), and a

moment bound on hi(γ0)(∂/∂γ)p(Xi, γ0) holds. The latter is standard in a maximum likelihood setting.

The former easily achieved when kn → ∞ no faster than a slowly varying function,8 and γ̂n = γ0 +

Op(1/n
φ) for some φ > 0, including nonparametric (typically where φ ∈ (0, 1/2)) and parametric (φ =

1/2) estimation, since then 1/n
∑n

i=1 Zi(γ̂n) = θ + Op(1/n
ι) for some ι > 0 by classic arguments. We

shorten theory details by only considering parametric estimators of γ0 under Assumption B2 below.

We now restrict probability tail decay and the rate of increase kn → ∞. First, distribution properties.

Assumption A3 (Distribution Properties):

i. All random variables lie in a complete probability measure space (Ω,F ,P). (Yi, Di, Xi)
′ are iid.

ii. If E[Z2
i ] = ∞ then Zi has power law distribution tails:

P (Zi − θ ≤ −c) ∼ d1c
−κ1 and P (Zi − θ ≥ c) ∼ d2c

−κ2 , (5)

where κi > 1, min{κ1, κ2} ≤ 2, and di ∈ (0,∞).

iii. Define ξ ≡ [γ′, θ]′ ∈ Rq+1 and Zi(ξ) ≡ Zi(γ) − θ, let ξ0 be the true value of ξ, and let Ξ be a compact

subset of Rq+1 containing ξ0. Let {cn(ξ)} be any sequence of mappings cn : Ξ → (0,∞) that satisfy

P (|Zi(ξ)| > cn(ξ)) = kn/n.

a. Zi(ξ) has for each ξ a continuous distribution with a continuous density function fZ(ξ), and

E[supξ∈Ξ |Zi(ξ)|ι] < ∞ for some ι > 0.

8A function L : [0,∞) → [0,∞) is slowly varying when limx→∞ L(ax)/L(x) = 1 ∀a > 0 (Resnick, 1987). Examples are
ln(x) and constants.
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b. cn(ξ) is continuously differentiable with infξ∈Ξ{cn(ξ)} → ∞, supξ∈Ξ {cn(ξ)} = O(nϖ) for some ϖ

> 0, and (∂/∂ξ)cn(ξ0) = O(cnL̊n) for some slowly varying function L̊n → (0,∞].

c. There exists a continuously differentiable mapping K : Ξ→ (0,∞) with infξ∈ΞK(ξ) > 0, supξ∈ΞK(ξ)

< ∞ and supξ∈Ξ ||(∂/∂ξ)K(ξ)|| < ∞, such that ∀u ∈ R:

lim
n→∞

sup
ξ∈Ξ

∣∣∣∣ nkn cn(ξ)
{
fZ(ξ)

(
−cn(ξ)e

u/k
1/2
n

)
+ fZ(ξ)

(
cn(ξ)e

u/k
1/2
n

)}
−K(ξ)

∣∣∣∣ = 0. (6)

Remark 1 A complete measure space ensures majorants and integrals are measurable, and probabilities

where applicable are outer probability. See Dudley (1978) and Pollard (1984, Appendix C).

Remark 2 Under (ii) we assume so-called Paretian tail decay when Zi has an unbounded variance.

Distribution tails may therefore be asymmetric, decaying at rates approximated by a Pareto law. In

Chaudhuri and Hill (2024, Part I) we show that if the treatment assignment Di satisfies a latent variable

threshold crossing model, then (5) holds for some (κ1, κ2) > 1.

The two-tailed representation is

P (|Zi − θ| ≥ c) = dc−κ(1 + o(1)), where κ ≡ min{κ1, κ2} ∈ (0, 2], d ≡ d1I (κ1 ≤ κ2) + d2I (κ1 ≥ κ2) .

(7)

The tail index κ is identically the moment supremum κ ≡ arg sup{α > 0 : E|Zi|α < ∞} (Resnick, 1987),

hence κ > 1 ensures the ATE θ = E[Zi] is well defined, while κ ≤ 2 implies E[Z2
i ] = ∞.

We use parametric power law (5) to verify the Lindeberg condition for asymptotic normality when κ

≤ 2, and to support a model of bias due to trimming. If tails decay faster than a power law, e.g. when

limited overlap is not severe or strict overlap holds, then asymptotic normality and unbiasedness in the

limit distribution are automatic, cf. Theorem 3.1, below. Model (5) is a special case of regularly varying

tails P (|Zi − θ| ≥ c) = L(c)c−κ where L(c) is slowly varying, and here we use L(c) = d(1 + o(1)) for

simplicity. Other parametric models are possible both for verifying the Lindeberg condition and modeling

bias, including logarithmic L(c). See Haeusler and Teugels (1985) amongst others. Moreover, the bias

model need not be correct when tails are thinner than any power law (see Hill, 2015, Theorem 2.3).

Remark 3 (iii) is used to derive expansions of the trimming indicator I(|Ẑn,i(γ̂n)| < Ẑ
(a)
n,(kn)

(γ̂n)) around

the two plug-ins γ̂n and 1/n
∑n

i=1 Zi(γ̂n). Distribution continuity A3(iii.a) implies cn(ξ) exists for each

n. Property (6) is essentially a uniform tail balance condition for Zi(ξ) ≡ Zi(γ) − θ, and it holds when

Zi(ξ) has a power law tail for each ξ, with scale and tail index parameters that are uniformly bounded

functions of ξ.

Next, we bound kn to ensure the plug-ins γ̂n and 1/n
∑n

j=1 Zj(γ̂n) do not impact asymptotics.

Assumption A4 (Trimming Rate): kn → ∞ and kn = o(ln(n)).

Remark 4 kn = o(ln(n)) generally yields very few trimmed observations as n grows, which is typically

all that is required in small samples. Indeed, in practice the more observations trimmed, the more difficult
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it is to approximate the bias well based on tail exponent estimators. Moreover, kn = o(ln(n)) makes it

easy to ensure plug-ins, and indeed our bias estimator, does not affect asymptotics: see Assumption A3′

below and comments following it.

The next three assumptions impose restrictions on the propensity score and its estimation. Obviously

they are not required if p(Xi) is assumed known.

Assumption B1 (parametric function): Let X ⊆ Rk denote the support of Xi ∈ Rk, and let Γ ⊂ Rq.

There exists a known mapping p : X× Γ → (0, 1) such that p(x, γ0) = P (Di = 1|x) ∀x ∈ X for a unique

interior point γ0 ∈ Γ. p(·, γ) is Borel measurable for each γ ∈ Γ. p(Xi, γ) is continuous and differentiable

on Γ, σ(Xi)-a.e.

Assumption B2 (plug-in): γ̂n satisfies
√
n(γ̂n − γ0) = 1/

√
n
∑n

i=1wi(1 + op(1)) where wi ∈ Rq is iid,

σ(Xi, Di)-measurable, it has a continuous distribution, E[wi] = 0, E[w2
i ] > 0, and E|wi|2+ι < ∞ for some

ι > 0.

Assumption B3 (moment bounds):

i. supγ∈Γ{|hi(γ)Zi(γ)| × ||(∂/∂γ)pi(γ)||} is Lp-bounded for some p > 0.

ii. hi(γ0)(∂/∂γ)p(Xi, γ0) is L2+ι-bounded for some ι > 0.

Remark 5 We assume a parametric function to focus ideas, and due to its popularity. Common examples

are logit p(x, γ) = 1/(1 + exp{−x′γ}), and probit p(x, γ) = Φ(x′γ), where Φ is the standard normal cdf.

Another example, which we will use in this paper, is Laplace: p(x, γ) = .5 exp{
√
2x′γ} if x′γ ≤ 0 and

p(x, γ) = 1 − .5 exp{−
√
2x′γ} if x′γ > 0.9 Consider the additively separable threshold crossing model

for treatment assignment is D = I(g(X) − U ≥ 0) for some measurable function g(X). Then p(X, γ0) =

FU |X(g(X)), hence a parametric form p(X, γ0) follows from the conditional distribution of the unobserved

idiosyncratic component U .

Remark 6 B2 obviously implies
√
n(γ̂n − γ0) = Op(1), while the standard method for achieving B2 is

maximum likelihood. Other methods can be used, but are never used in practice because they do not

offer any advantage over the maximum likelihood estimator (MLE) under Assumption B1. If p(·, γ) is

continuously differentiable, with square integrable hi(γ)(∂/∂γ)p(Xi, γ0), then under Assumption B1, the

MLE

γ̂n ≡ argmax
γ∈Γ

{
n∑

i=1

l(Di, Xi, γ)

}
with l(Di, Xi, γ) ≡ ln

(
p(Xi, γ)

Di (1− p(Xi, γ))
1−Di

)
(8)

satisfies B2 with wi = (E[Si(γ0)Si(γ0)
′])−1Si(γ0) where Si(γ) ≡ (∂/∂γ)l(Di, Xi, γ) = hi(γ)(∂/∂γ)p(Xi, γ)

satisfies E[Si(γ)] = 0 if and only if γ = γ0. Functions p(x, γ) that are not everywhere differentiable on

Γ are also allowed, provided primitive stochastic differentiability conditions hold (see, e.g. Pakes and

Pollard, 1989, Section 3). This covers, for example, Laplace p(x, γ) provided infγ′γ |X ′
iγ| > 0 a.s.

9In the Laplace case, as long as Xi has linearly independent components and therefore infγ′γ |X ′
iγ| > 0 a.s., then p(Xi, γ)

is continuous and almost surely differentiable on Γ, in which case B1 holds.
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Remark 7 In the heavy tail case E[Z2
i ] = ∞, as long as γ̂n

p→ γ0 faster than the trimming fractile kn →
∞, then γ̂n does not asymptotically affect our core estimator θ̂

(tz)
n (γ̂n), nor the bias estimator in Section

3.2. This is assured when γ̂n
p→ γ0 faster than a slowly varying function coupled with Assumption A4.

We assume here
√
n-convergence to reduce technical arguments since a slower rate in the thin tail case

E[Z2
i ] < ∞ will naturally govern asymptotics (e.g. nonparametric estimators of p(x)).

Remark 8 B3(i) is used to extract an asymptotic expansion for the trimming indicator I(|Zi(γ̂n) −
1/n

∑n
j=1 Zj(γ̂n)| < Ẑ

(a)
n,(kn)

(γ̂n)) around γ0. B3(ii) implies the rate of convergence of θ̂
(tz)
n (γ̂n) is deter-

mined by the order of the tail-trimmed second moment of Zi − θ, effectively as if γ0 were known. In the

maximum likelihood case B3(ii) follows instantly from B2 since E|wi|2+ι < ∞ implies hi(γ)(∂/∂γ)p(Xi, γ)

is L2+ι-bounded.

The limit distribution of θ̂
(tz)
n (γ̂n) requires a deterministic sequence that the thresholds Ẑ

(a)
n,(kn)

(γ̂n)

approximate, identically cn = cn(ξ0) in A3(iii):

P (|Zi − θ| ≥ cn) =
kn
n
. (9)

The proper standardization for θ̂
(tz)
n (γ̂n) requires the following constructions:

Dn ≡ −E

[
∂

∂γ
p(Xi, γ0)hiZiI (|Zi − θ| < cn)

]
ϑn,i ≡ (Zi − θ) I (|Zi − θ| < cn)− E [(Zi − θ) I (|Zi − θ| < cn)] +D′

nwi.

Now define variance and bias terms:

σ2
n ≡ E

[
{(Zi − θ) I (|Zi − θ| < cn)− E [(Zi − θ) I (|Zi − θ| < cn)]}2

]
(10)

V2
n ≡ E

[
ϑ2
n,i

]
= σ2

n + 2E
[
{ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)]}w′

i

]
Dn +D′

nE
[
wiw

′
i

]
Dn (11)

Bn ≡ n

n− kn
E [(Zi − θ) I (|Zi − θ| ≥ cn)] .

In the maximum likelihood case, Si(γ) ≡ hi(γ) × (∂/∂γ)p(Xi, γ) is the score hence E[Si(γ0)] = 0.

Thanks to the expression of h(Xi), this implies −Dn is identically the covariance of ZiI(|Zi − θ| <
cn) and the score Si(γ0), hence ϑn,i retains its conventional interpretation as the residual from an L2

metric projection of the demeaned infeasible ZiI(|Zi − θ| < cn) on the score. Recall that, when the

infeasible untrimmed IPW estimator has a finite variance this interpretation is key to understanding

why the asymptotic variance of the infeasible untrimmed IPW estimator cannot be smaller than that

of the feasible untrimmed IPW estimator (see Graham, 2011). This beneficial attribute of feasible IPW

estimation therefore remains valid even under trimming, irrespective of heavy tails: the variance of the

infeasible θ̂
(tz)
n (γ0) cannot be smaller than the variance of the feasible θ̂

(tz)
n (γ̂n) for any tail index κ > 1,

hence there is no price to pay for trimming. There is, of course, a price to pay for not trimming: the

untrimmed feasible and infeasible IPW estimators do not have a finite variance when Zi has an infinite

variance, hence the classic L2 efficiency benefit of using a propensity score plug-in is unknown.
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We show in the appendices that

n1/2

Vn

(
θ̂(tz)n (γ̂n) + Bn − θ

)
=

1

Vn

1

n1/2

n∑
i=1

ϑn,i (1 + op(1)) ,

where the right hand side is a self-standardized sum of independent (and for each n identically distributed)

ϑn,i. The term V2
n captures dispersion in the tail-trimmed Zi, and the influence of the propensity score

plug-in γ̂n on that dispersion. A standard requirement is lim infn→∞ V2
n > 0. This is only key when E[Z2

i ]

< ∞: by Theorem 3.1, V2
n ∼ Kσ2

n with K = 1 when E[Z2
i ] = ∞, while lim infn→∞ σ2

n > 0 is assured by

distribution non-degeneracy and trimming negligibility cn → ∞.

Assumption A5 (positive scale). lim infn→∞ V2
n > 0.

Unless otherwise stated, all proofs are presented in Appendix B. The estimator θ̂
(tz)
n (γ̂n) is asymptot-

ically normal, and asymptotically biased in its limit distribution when κ < 2.

Theorem 3.1 Let Assumptions A1, A2′, A3-A5, and B1-B3 hold.

a. θ̂
(tz)
n (γ̂n)

p→ θ and n1/2V−1
n (θ̂

(tz)
n (γ̂n) + Bn − θ)

d→ N(0, 1).

b. V2
n ∼ Kσ2

n for some K ∈ (0, 1]. If κ > 2 then Vn = O(1), and if κ ≤ 2 then V2
n ∼ σ2

n → ∞.

c. If Zi has a symmetric distribution and/or κ ≥ 2 then (n1/2/Vn)(θ̂
(tz)
n (γ̂n) − θ)

d→ N(0, 1). If Zi has an

asymmetric distribution and κ < 2 then (n1/2/Vn)|Bn| → ∞ for any intermediate order sequence {kn}.

Remark 9 V2
n ∼ Kσ2

n for some K ∈ (0, 1] follows from the efficiency benefit of feasible IPW estimation.

If E[Z2
i ] = ∞ then the benefit is lost and V2

n ∼ σ2
n. This follows from

√
n convergence of the plug-in γ̂n,

while θ̂
(tz)
n (·) has a slower than

√
n rate when E[Z2

i ] = ∞.

Remark 10 The rate of convergence n1/2V−1
n is determined entirely by the use of trimming since V2

n ∼
Kσ2

n = KE[(Zi − θ)2I(|Zi − θ| < cn)]. This is trivial when E[Z2
i ] < ∞, but if E[Z2

i ] = ∞ then the

plug-in γ̂n
p→ γ0 faster than the trimmed mean converges, hence γ̂n does not affect asymptotics: V2

n ∼
Kσ2

n.

Remark 11 The proof of (a) shows the Lindeberg condition holds irrespective of limited overlap, in

view of trimming Zi by Zi, bias correction and self-standardization. Result (c) is based on classic extreme

value theory and therefore not surprising. First, if Zi is symmetrically distributed then bias is trivially

zero: this need not be true when Zi is trimmed by some measurable mapping f(Xi), e.g. Khan and

Tamer (2010, eq. (eq. 3.18)). If Zi has a finite variance κ > 2 or hairline infinite variance κ = 2 then bias

vanishes faster than the convergence rate (n1/2/Vn = O(n1/2) when κ > 2, n1/2/Vn = O(
√

n/ ln(n)) when

κ = 2). Otherwise bias convergences very slowly, (n1/2/Vn)|Bn| → ∞, and therefore must be corrected.

By comparison, Khan and Tamer (2010, Theorem 3.2(ii),(iii)) merely assume bias is negligible and the

Lindeberg condition holds.

The rate of convergence is easily characterized since V2
n ∼ Kσ2

n and σ2
n can be approximated by

Karamata’s Theorem when E[Z2
i ] = ∞.
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Lemma 3.2 Let Assumptions A1, A2′, A3-A5, and B1-B3 hold.

a. If E[Z2
i ] < ∞ (κ > 2) then asymptotics are the same as if trimming were not used, and the propensity

score plug-in impacts asymptotics:

n1/2
(
θ̂(tz)n (γ̂n)− θ

)
d→ N

(
0, σ2 + E

[
(Zi − θ)w′

i

]
D +D′E

[
wiw

′
i

]
D
)
,

where D ≡ E[(∂/∂γ)p(Xi, γ0)hiZi] and σ2 ≡ E[(Zi − θ)2].

b. If E[Z2
i ] = ∞ (κ ≤ 2) then trimming, but not the propensity score plug-in, impacts asymptotics. If κ

= 2 then {n/ ln(n/kn)}1/2 × (θ̂
(tz)
n (γ̂n) − θ)

d→ N(0, d), where d is the power law scale in (7). If κ ∈
(1, 2) then:

n1/2

(n/kn)
1/κ−1/2

(
θ̂(tz)n (γ̂n) + Bn − θ

)
d→ N

(
0,

2

2− κ
d2/κ

)
where

n1/2

(n/kn)
1/κ−1/2

|Bn| → ∞.

Remark 12 Tail trimming has no impact on first order efficiency if E[Z2
i ] < ∞, and hence with the

MLE plug-in γ̂n the asymptotic variance of our tail trimmed estimator takes the standard form:

V2
n → E

[(
(Zi − θ)− E[ZiS

′
i(γ0)]

(
E[Si(γ0)S

′
i(γ0)]

)−1
Si(γ0)

)2]
,

which is simply the variance of the residual from the population least squares projection of the (demeaned)

infeasible Zi (based on the true p(Xi)) on the score Si(γ0) for the parametric model of p(Xi) = p(Xi, γ0).

If κ < 2 then trimming impacts asymptotics, but γ̂n does not because γ̂n has an order 1/n1/2 while the

order of 1/n
∑n

i=1(Zi − θ)I(|Zi − θ| < cn) is σn/n
1/2, hence V2

n ∼ σ2
n. The convergence rate in this case

n1/2/σn can be increased by increasing the rate of trimming kn → ∞.

Remark 13 The rate of convergence of θ̂
(tz)
n (γ̂n) is affected by the number of trimmed observations

kn only in the infinite variance case κ < 2. The rate n1/2/ (n/kn)
1/κ−1/2 = k

1/κ−1/2
n n1−1/κ increases

monotonically as kn ↗ Kn. Sample extremes in mean estimation add noise and therefore dampen the

rate of convergence, hence removing more of them increases the convergence rate. In practice, however,

removing more sample extremes augments bias.10 In Chaudhuri and Hill (2024, Part I: Lemma D.1) we

show that bias dominates the first order mean squared error of θ̂
(tz)
n (γ̂n) when κ ̸= 2, and dominates for

all κ if the Assumption A4 trimming bound kn = o(ln(n)) were not invoked (recall kn = o(ln(n)) ensures

γ̂n and Zi(γ̂n) − 1/n
∑n

j=1 Zj(γ̂n) do not impact asymptotics). Thus, optimizing the convergence rate

in general comes at a cost of a diminished mse and therefore higher bias. Further, Hill and Prokhorov

(2016) prove that the second order bias of a tail-trimmed mean is also lower for smaller kn. In terms

of inference, using a small kn that slowly increases promotes the least bias. This is natural since the

untrimmed estimator is unbiased (in its limit distribution). This is also useful since our bias estimator

exploits a tail approximation of bias based on Karamata theory, and by construction that approximation

is better farther out in the tails, and therefore if fewer observations are trimmed. Finally, we do not

10In regression model estimation, sample extremes in regressors have a well known leverage effect, which increases the rate
of convergence when the regressors have an infinite variance. See, e.g., Hill (2012b) for theory and references.
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explore higher order asymptotics in this paper, but an interesting (and unresolved) question is whether a

unique kn exits which minimizes a higher order mean-squared-error.

3.2 Bias-Corrected Tail-Trimmed Estimation

We now estimate and remove bias. As opposed to Peng (2001) and Hill (2015), we exploit a bias formula

that leads to an estimator that does not affect the limit distribution of the bias corrected ATE estimator.

3.2.1 Bias-Correction

We exploit a key approximation of the bias term Bn under power law (5). We focus on the general case

here, and leave for Chaudhuri and Hill (2024, Part I) formulas under tail symmetry.

Lemma 3.3 Under power law (5):

Bn ∼ n

n− kn

{
d
1/κ2

2

(
κ2

κ2 − 1

)(
kn
n

)1−1/κ2

− d
1/κ1

1

(
κ1

κ1 − 1

)(
kn
n

)1−1/κ1
}
. (12)

Under a second order power law property imposed below, the approximation error in (12) vanishes at

a
√
n rate (which is no slower than the convergence rate

√
n/Vn of our estimators), hence it suffices to

estimate the right hand side of (12). This was first noted in Peng (2001) for iid data. Hill (2015) allows

for dependence, generalizes how bias is estimated in order to simplify asymptotics, and optimally fits an

estimator of an expression similar to the right hand side of (12) to reduce bias further.

We now improve upon Hill’s (2015) estimator in several key ways explained below, leading to a bias

corrected estimator with the same limit distribution as θ̂
(tz)
n (γ̂n). Define tail specific versions of Ẑn,i(γ)

≡ Zi(γ) − 1/n
∑n

j=1 Zj(γ), and their order statistics: Ẑ
(a)
n,i (γ) ≡ |Ẑn,i(γ)| and

Ẑ
(−)
n,i (γ) ≡ −Ẑn,i(γ)I

(
Ẑn,i(γ) < 0

)
and Ẑ

(+)
n,i (γ) ≡ Ẑn,i(γ)I(Ẑn,i(γ) > 0) with Ẑ

(·)
n,(j)(γ) ≥ Ẑ

(·)
n,(j+1)(γ).

Now let {mn} be an intermediate order sequence: mn ∈ {1, ..., n}, mn → ∞ and mn = o(n). We estimate

the two-tailed κ and tail specific (κ1, κ2) with Hill’s (1975) seminal tail index estimator:11

κ̂−1
mn,1

(γ) =
1

mn − 1

mn−1∑
j=1

ln

 Ẑ
(−)
n,(j)(γ)

Ẑ
(−)
n,(mn)

(γ)

 and κ̂−1
mn,2

(γ) =
1

mn − 1

mn−1∑
j=1

ln

 Ẑ
(+)
n,(j)(γ)

Ẑ
(+)
n,(mn)

(γ)

 .

Hall (1982) proposes estimators of the scales (d1, d2):

d̂mn,1(γ) ≡
mn

n

(
Ẑ

(−)
n,(mn)

(γ)
)κ̂mn,1(γ)

and d̂mn,2(γ) ≡
mn

n

(
Ẑ

(+)
n,(mn)

(γ)
)κ̂mn,2(γ)

.

11Many alternative estimators of κ are available: see Hill (2010) for references.
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We therefore estimate bias as follows:12

B̂n(γ) =
n

n− kn

{
d̂
1/κ̂mn,2(γ)
mn,2

(γ)

(
κ̂mn,2(γ)

κ̂mn,2(γ)− 1

)(
kn
n

)1−1/κ̂mn,2(γ)

(13)

−d̂
1/κ̂mn,1(γ)
mn,1

(γ)

(
κ̂mn,1(γ)

κ̂mn,1(γ)− 1

)(
kn
n

)1−1/κ̂mn,1(γ)
}
.

The bias-corrected tail-trimmed ATE estimator is therefore

θ̂(tz)n (γ̂n) + B̂n(γ̂n). (14)

The estimator B̂n(γ̂n) is non-trivially different from estimators in Peng (2001) and Hill (2015). First,

unlike Peng (2001), it allows for estimation of {κ̂mn,i(γ), d̂mn,i(γ)} with a different fractile mn than kn

used for trimming. If {κ̂mn,i(γ), d̂mn,i(γ)} are m
1/2
n -consistent, and

mn/kn → ∞, (15)

then {κ̂mn,i(γ̂n), d̂mn,i(γ̂n)} do not affect the limit distribution of θ̂
(tz)
n (γ̂n)+B̂n(γ̂n) (cf. Hill, 2015). Second,

Hill (2015) uses a reduced version of the bias approximation in (12) for a one-tailed estimation problem

that results in a one-tailed version of the threshold cn appearing in the bias approximation. Thus, the

reduction requires using the trimming threshold, here Ẑ
(a)
n,(kn)

(γ̂n), in the bias estimator B̂n(γ̂n). This

unnecessarily complicates limit theory since Ẑ
(a)
n,(kn)

(γ̂n) appears both in θ̂
(tz)
n (γ̂n) and B̂n(γ̂n). We bypass

the simplification, hence the threshold cn does not appear in (12) and therefore Ẑ
(a)
n,(kn)

(γ̂n) does not

appear in (13). This is a key improvement over estimators in Peng (2001) and Hill (2015) since, under

fractile rule (15), the estimator B̂n(γ̂n) does not affect asymptotics: n1/2V−1
n (θ̂

(tz)
n (γ̂n) + B̂n(γ̂n) − θ)

d→
N (0, 1). See Theorem 3.4 below.

A shortcoming of θ̂
(tz)
n (γ̂n) + B̂n(γ̂n) is its use of one fractile mn for tail exponent estimation, while

B̂n(γ̂n) is well defined only when κ̂mn,i > 1, and when mn is not greater than the number of negative

or positive Ẑn,i(γ̂n). Further, it seems desirable to choose mn such that θ̂
(tz)
n (γ̂n) + B̂n(γ̂n) is close to an

unbiased estimator, for example the untrimmed 1/n
∑n

i=1 Zi(γ̂n).

Consider mn(ϕ) = [ϕmn] where ϕ ∈ Φ∗ = [ϕ, ϕ̄] for some chosen 0 < ϕ < ϕ̄, and let B̂n(γ̂n, ϕ) be bias

(13) computed with mn(ϕ). Similar to an estimator in Hill (2015), the new bias-corrected estimator is

θ̂(tz)n (γ̂n) + B̂n(γ̂n, ϕ
∗
n) where ϕ∗

n = argmin
ϕ∈Φ∗

∣∣∣∣∣θ̂(tz)n (γ̂n) + B̂n(γ̂n, ϕ)−
1

n

n∑
i=1

Zi(γ̂n)

∣∣∣∣∣ (16)

where

Φ∗ =

{
ϕ ∈

[
ϕ, ϕ̄

]
:
[
κ̂mn(ϕ),i

]2
i=1

> 1 and mn(ϕ) > min

{
n∑

i=1

I
(
Ẑn,i(γ̂n) < 0

)
,

n∑
i=1

I
(
Ẑn,i(γ̂n) > 0

)}}
. (17)

12Different order sequences {m1,n,m2,n} can used to estimate κ1 and κ2, but in practice there will not be a convenient
way to determine all three sequences {kn,m1,n,m2,n}. For practical simplicity we therefore use one sequence {mn} for all
tail estimators. Our simulations suggest this does not hinder the performance of our estimator.
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Notice θ̂
(tz)
n (γ̂n) + B̂n(γ̂n) merely fixes ϕ = 1. In view of the form mn(ϕ) = [ϕmn] with ϕ > 0, as long

as mn/kn → ∞ then θ̂
(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) has the same limit distribution as θ̂

(tz)
n (γ̂n).

Even though θ̂
(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) corrects for bias, sampling error can render it farther from the

untrimmed θ̃n(γ̂n) ≡ 1/n
∑n

i=1 Zi(γ̂n) than the non-bias-corrected θ̂
(tz)
n (γ̂n). In practice, we therefore use

whichever estimator is closest to an unbiased estimator:

θ̂(tz:o)n (γ̂n) ≡
{
θ̂(tz)n (γ̂n) + B̂n(γ̂n, ϕ

∗
n)
}
I
(∣∣∣θ̂(tz)n (γ̂n) + B̂n(γ̂n, ϕ

∗
n)− θ̃(tz)n (γ̂n)

∣∣∣ < ∣∣∣θ̂(tz)n (γ̂n)− θ̃(tz)n (γ̂n)
∣∣∣)(18)

+ θ̂(tz)n (γ̂n)I
(∣∣∣θ̂(tz)n (γ̂n) + B̂n(γ̂n, ϕ

∗
n)− θ̃(tz)n (γ̂n)

∣∣∣ ≥ ∣∣∣θ̂(tz)n (γ̂n)− θ̃(tz)n (γ̂n)
∣∣∣) .

As long as θ̂
(tz)
n (γ̂n) is biased asymptotically in its limit distribution, then θ̂

(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) will

be chosen with probability approaching one. Small sample experiments reveal θ̂
(tz:o)
n (γ̂n) has a tangible

advantage over θ̂
(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) precisely due to sampling error in bias estimation. Since B̂n(γ̂n, ϕ

∗
n)

does not affect asymptotics, each θ̂
(tz:o)
n (γ̂n), θ̂

(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) and θ̂

(tz)
n (γ̂n) + Bn has the same scale

Vn and limit distribution, as we show below.

3.2.2 Large Sample Properties

A second order tail property and restricted mn → ∞ ensure {κ̂mn,i(γ), d̂mn,i(γ)} are m
1/2
n -convergent.

Assumption A3′ (Second Order Power Law): A3(i) and A3(iii) hold. Further, (ii) for some di >

0, ηi > 0, and κi > 1:

P (Zi − θ < −c) = d1c
−κ1

(
1 +O(c−η1)

)
and P (Zi − θ > c) = d2c

−κ2
(
1 +O(c−η2)

)
. (19)

Further, mn → ∞, mn = o(n2η/(2η+κ)) and mn/kn → ∞ where η ≡ min{η1, η2} and κ ≡ min{κ1, κ2}.

Remark 14 Decay (19) is a popular assumption in the literature, dating to Hall (1982). Many higher

order tail forms, with a restriction on mn → ∞, are similarly viable (see Haeusler and Teugels, 1985,

Section 5), but we limit ourselves to just one for simplicity of notation.

Remark 15 The fractile bound mn = o(n2η/(2η+κ)) reflects the need to use observations strictly from

the tails when Zi deviates from an exact Pareto law (cf. Hall, 1982; Haeusler and Teugels, 1985). An

exact Pareto law has η = ∞, in which case we need only bound mn = o(n).

Remark 16 The A3′ and A4 requirements for the number of tail exponent data pointsmn = o(n2η/(2η+κ)),

mn/kn → ∞, and the number of trimmed observations kn = o(ln(n)) are satisfied when kn = [λk(ln(n))
δk ]

and mn = [λm(ln(n))δm ] for any 0 < δk < 1, δm > δk, and λk, λm > 0. The discussion of Section 3.3

implies the use of first or higher order asymptotics does not lead to interior solutions for trimming param-

eters (λk, δk), but implies bias reduction requires small (λk, δk) for trimming. Conversely, larger (λm, δm)

for bias estimation augments the rate of convergence of the bias estimators. Our simulation study gives

some guidance for choosing these parameters.

Remark 17 In principle we can freely choose {kn,mn}, but unless mn/kn → ∞ holds asymptotics will

be further complicated. Indeed, by the proof of Theorem 3.4 it is clear that ln(kn) = O(n) and mn/kn
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→ ∞ guarantee our bias estimator does not affect asymptotics, cf. Theorem 3.4 below. If mn/kn →
0 then the bias estimator dominates, and when mn/kn → (0,∞) then we need to work out the joint

distribution limit of the trimmed and bias estimators. A simple arrangement adopted in this paper is to

set kn = o(ln(n)) and mn/ ln(n) → ∞.

A plausible alternative is to assume each second order tail exponent ηi ≥ κi in (19) (cf. Hall, 1982,

eq. (2)). Then (κ, η) > 1 implies 2
3 ≤ 2η

2η+κ ≤ 2η
2η+1

η→∞
↗ 1. Thus mn = o(n2η/(2η+κ)) holds ∀(κ, η : ηi ≥

κi) when mn = o(n2/3). Now choose kn = o(n2/3) with mn/kn → ∞, e.g. mn ∝ n1/2 and kn ∝ n1/3.

The bias corrected estimators are asymptotically normal and unbiased, with the same normalization

due to mn/kn → ∞.

Theorem 3.4 Under Assumptions A1, A2′, A3′, A4, A5, B1-B3 and (15) n1/2V−1
n (θ̂

(tz)
n (γ̂n) + B̂n(γ̂n)

− θ), n1/2V−1
n (θ̂

(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) − θ) and n1/2V−1

n (θ̂
(tz:o)
n (γ̂n) − θ) are asymptotically N(0, 1).

Remark 18 The estimators θ̂
(tz)
n (γ̂n) + B̂n(γ̂n), θ̂

(tz)
n (γ̂n) + B̂n(γ̂n, ϕ

∗
n) and θ̂

(tz:o)
n (γ̂n) are first order

asymptotically equivalent. Thus, the endogenously selected ϕ∗
n does not affect asymptotics. As discussed

above, however, generally by construction θ̂
(tz:o)
n (γ̂n) out-performs the others in terms of bias correction

in small samples.

In Theorem 3.4 we self-standardize by dividing by the (pre-asymptotic) standard deviation Vn/n
1/2.

In practice this alleviates the need to know κ and therefore know the Gaussian limit law variance (see

below for estimation of V2
n). Compare this to Lemma 3.2 in which we scale by the rate of convergence

(n1/2 when κ > 2, n1/2/ (n/kn)
1/κ−1/2 when κ ≤ 2), and reveal the limiting variance. Blend the two

results to yield the following fundamental result.

Corollary 3.5 Let the conditions of Theorem 3.4 hold, and let Yn denote θ̂
(tz)
n (γ̂n) + B̂n(γ̂n) − θ, θ̂

(tz)
n (γ̂n)

+ B̂n(γ̂n, ϕ
∗
n) − θ or θ̂

(tz:o)
n (γ̂n) − θ.

a. If E[Z2
i ] < ∞ (κ > 2) then n1/2Yn

d→ N(0, σ2 + E [(Zi − θ)w′
i]D +D′E [wiw

′
i]D).

b. Let E[Z2
i ] = ∞ (κ ≤ 2). If κ = 2 then{n/ ln(n/kn)}1/2 × Yn

d→ N(0, d), where d is the power

law scale in (7). Otherwise, when κ ∈ (1, 2), n1/2(n/kn)
−(1/κ−1/2)Yn

d→ N
(
0, 2((2 − κ)−1d2/κ

)
where

n1/2(n/kn)
−(1/κ−1/2)|Bn| → ∞.

Estimation of the scale V2
n, defined in (11), is straightforward. In the expansion

√
n(γ̂n − γ0) =

1/
√
n
∑n

i=1wi(1 + op(1)) wi is generally unobserved. Consider MLE: wi = (E[Si(γ0)Si(γ0)
′])−1Si(γ0)

where Si(γ) = hi(γ)(∂/∂γ)p(Xi, γ). Define

ŵn,i ≡

(
1

n

n∑
i=1

Si(γ̂n)Si(γ̂n)
′

)−1

Si(γ̂n)

D̂n ≡ − 1

n

n∑
i=1

Si(γ̂n)Zi(γ̂n)I
(∣∣∣Ẑn,i(γ̂n)

∣∣∣ < Ẑ
(a)
n,(kn)

(γ̂n)
)

V̂2
n ≡ 1

n− kn

n∑
i=1

{(
Ẑn,i(γ̂n)I

(∣∣∣Ẑn,i(γ̂n)
∣∣∣ < Ẑ

(a)
n,(kn)

(γ̂n)
)
+

(
n− kn

n

)
B̂n(γ̂n)

)
+ D̂′

nŵn,i

}2

.
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Notice Ẑn,i(γ̂n)I(|Ẑn,i(γ̂n)|< Ẑ
(a)
n,(kn)

(γ̂n)) + ((n− kn)/n)B̂n(γ̂n) approximates the demeaned (Zi − θ)I(|Zi

− θ| < cn) − E[(Zi − θ)I(|Zi − θ| < cn)] since ((n − kn)/n)B̂n(γ̂n) estimates ((n − kn)/n)Bn = E[(Zi

− θ)I(|Zi − θ| ≥ cn)] = −E[(Zi − θ)I(|Zi − θ| < cn)].

In order to handle the mapping Si(γ̂n), we strengthened B1 smoothness properties of p(Xi, γ), and

the B3 moment conditions.

Assumption B1′ (parametric function). B1 holds, and p(Xi, γ) is twice continuously differentiable,

σ(Xi)-a.e.

Assumption B3′ (moment bounds):

i. supγ∈Γ{||Si(γ)Zi(γ)|}, supγ∈Γ ||Si(γ)Si(γ)
′Zi(γ)|| and supγ∈Γ ||hi(γ)(∂2/∂γ∂γ′)pi(γ) × Zi(γ)|| are Lp-

bounded for some p > 0.

ii. supγ∈Γ ||Si(γ)|| is L4-bounded, and ||hi(γ)(∂2/∂γ∂γ′)pi(γ)|| is L2-bounded.

Remark 19 Twice differentiability under B1′ of the propensity score is used to handle the plug-in in

Si(γ̂n). We can replace it with a Lipschitz property on the first derivative at the cost of heavier notation.

B3′ is used to derive limits for 1/n
∑n

i=1 Si(γ̂n)Zi(γ̂n)I(|Ẑn,i(γ̂n)|< Ẑ
(a)
n,(kn)

(γ̂n)) and 1/n
∑n

i=1 Si(γ̂n)Si(γ̂n)
′.

Bounding moments on the envelopes supγ∈Γ{·} simplifies probability limit arguments. The B3′(ii) enve-

lope bounds can be replaced with pointwise bounds and higher order smoothness properties that suffice

for uniform laws of large numbers.

The proof of the following is lengthy and therefore relegated to Chaudhuri and Hill (2024, Part I).

Theorem 3.6 Under Assumptions A1, A2′, A3′, A4, A5, B1′, B2, and B3′ V̂2
n/V2

n
p→ 1.

3.3 Implementation

The bias corrected estimator requires choices of the trimming fractile kn and the fractile mn for computing

tail indices used for bias estimation. We discuss fractile choice based on first order asymptotics involving

the rate of convergence and mean squared error, and higher order bias. We omit most technical details

in order to simplify the discussion. See Hill and Prokhorov (2016) for related theory details.

3.3.1 First Order Asymptotics

If we optimize the rate of convergence n1/2/σn of our estimators by minimizing the variance σ2
n, then it is

always optimal to trim more in the heavy tailed case, a well known result demonstrated here by Lemma

3.2, and elsewhere (e.g. Hahn, Kuelbs, and Samur, 1987; Hill, 2012a,b, 2015). Trimming more sample

extremes, however, necessarily augments first order bias when Z is not symmetrically distributed, and it

augments higher order bias as we discuss below, which necessarily distorts (asymptotic) inference.

Khan and Tamer (2010) use the mean-squared-error to justify their thresholds choice. In our case,

since the scale satisfies V2
n ∼ Kσ2

n for some characterizable K ∈ (0, 1], the asymptotic first order mean-

squared-error of θ̂
(tz)
n (γ̂n) is MSEn ≡ Kσ2

n/n + B2
n. Since we use negligible trimming, minimizing MSEn

with respect to kn always leads to a corner solution that depends on κ. A small kn and slow kn → ∞
diminishes MSEn when κ ̸= 2 because bias dominates. Conversely, because kn = o(ln(n)), a larger kn
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and faster kn → ∞ diminishes MSEn when κ = 2 due to a dominant dispersion. See Chaudhuri and Hill

(2024, Part I). Thus, except for the hairline infinite variance case κ = 2, mean-squared-error and bias

minimization are identical, and imply we should remove few observations per sample, and increase the

number removed very slowly, e.g. kn = max{1, λk(ln(n))
δk} for λk > 0 and δk ∈ (0, 1). Choosing (δk, λk)

by reducing bias or mean-squared-error generally leads to corner solutions, but small values are optimal

when κ ̸= 2. If we are free to choose kn → ∞ then for non-slowly varying kn bias always dominates mse

and small kn is optimal.

3.3.2 Higher Order Bias

Hill and Prokhorov (2016, Section 4) show that trimming more tail observations augments small sample

bias in a higher order expansion of a trimmed mean, irrespective of the values of (κ1, κ2). Moreover, recall

that we do not estimate bias Bn per se, but asymptotic approximation (12) based on Karamata theory.

Hence, at least in the power law case, trimming more observations moves us farther from the tails, making

it more difficult to approximate, and therefore estimate, bias Bn. A poor bias approximation leads to a

poor estimator of bias, and therefore poor asymptotic inference.13 Thus, in terms of higher order bias

and inference, it seems desirable to use a small kn and slow kn → ∞. Similarly, using a higher order

expansion of the tail exponent estimators in B̂n(γ̂n) it can be shown that using a large mn diminishes

higher order bias of B̂n(γ̂n).

In order to satisfy kn = o(ln(n)), mn → ∞ no faster than a slowly varying rate, and kn/mn →
∞, a convenient choice is kn = max{1, [λk(ln(n))

1−ι]} and mn = max{1, [λm ln(n)]} with λk < λm and

infinitesimal ι > 0. In our simulation study we use λk = .25, λm ∈ [2, 16] and ι = 10−10 which implies very

few observations are trimmed relative to n, and far more tail observations are used for bias estimation.

This results in a superb estimator θ̂
(tz:o)
n (γ̂n) with small bias and mean-squared-error, and is approximately

normal.

4 Monte Carlo Study

We present several Monte Carlo experiments in order to study IPW estimators of θ. We initially use one

covariate and the treatment assignment model D = I(α + βX − U ≥ 0) with α = 0, and we assume

the propensity score is known. Under the distributional assumptions of this simulation study, this serves

as a benchmark since (i) having one covariate allows for strict control of limited overlap, and leads to

symmetrically distributed Z and therefore unbiased estimation when trimming by Z, X, p(X), or Y (see

below); (ii) the power law properties of Z are fully characterized in Chaudhuri and Hill (2024, Part I);

(iii) we omit the possibility of sampling error due to estimation of p(X); and (iv) it provides a case where

trimming by X and p(X) are equivalent.

In the remaining experiments we relax symmetry by letting α ̸= 0; we use a parametric model p(X, γ0)

for p(X) and a plug-in estimator for γ0; we use multiple covariates; and we consider trimming by Y .

13The same type of higher order expansion can be characterized for the bias-corrected tail-trimmed mean θ̂
(tz:bc)
n ≡ θ̂

(tz)
n

+ B̂n by expanding θ̂
(tz)
n and the tail exponents in B̂n. Although we do not provide the results in this paper since they are

tediously long, the same essential findings arise as in Hill and Prokhorov (2016, Section 4). Trimming fewer observations

leads to smaller higher order bias in θ̂
(tz)
n and B̂n, and increasing the tail exponent fractile mn diminishes higher order bias

in B̂n.
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Including information on Y in the trimming criterion can lead to bias (see Crump, Hotz, Imbens, and

Mitnik, 2009, p. 188). It would be interesting to see the extent of this bias in a controlled experiment.14

4.1 One Covariate, Known p(X), and Symmetric Z

We begin with D = I(α + βX − U ≥ 0) for choices α = 0 and β ∈ {.25, 1, 2}, and Yj ⊥ X,U , and we

use the true propensity score.

4.1.1 Simulation Design

Initially we draw all variables from the same distribution: (Y0,i, Y1,i, Xi, Ui) are iid standard normal, or

Laplace with cdf F (r) = .5e
√
2r if r ≤ 0 and F (r) = 1 − .5e−

√
2r if r > 0. We then draw (Y0,i, Y1,i, Xi) ∼

Laplace with Ui ∼ normal, and (Y0,i, Y1,i, Xi) ∼ normal with Ui ∼ Laplace. Under distribution symmetry,

and α = 0 and Yj,i ⊥ Xi, Ui, in all cases the ATE θ = 0 and Zi has a symmetric distribution about 0,

hence θ̂
(tz)
n , θ

(tx)
n and θ̂

(tx)
n are asymptotically unbiased in their limit distribution. The sample sizes are n

∈ {100, 250, 500, 1000}.
We compute the tail-trimmed estimator θ̂

(tz)
n , and the optimal bias-corrected version θ̂

(tz:o)
n in (18).

We use fractiles kn = [.25(ln(n))1−ι] and mn(ϕ
∗
n) = [ϕ∗

n ln(n)], where ι = 10−10, and ϕ∗
n minimizes |θ̂(tz)n

+ B̂n(ϕ
∗
n) − θ̃n| over ϕ ∈ [2, 16] subject to the constraint in (16) and (17).

In this study we trim kn = [.25 ln(n)] ∈ {1, 1, 2, 2} = {1%, .4%, .4%, .2%} observations when n ∈ {100,
250, 500, 1000}. These fractiles work well for heavy tail robustness, but work quite poorly for estimating

the tail exponents required for bias-correction. We therefore allow for larger values for mn, in particular

up to 64kn.

Our choice of {kn,mn(ϕ)} is theoretically justified by Theorem 3.4, since Zi has a second order tail

form P (|Zi| > c) = dc−κ(1 + O(c−η)) with η ≥ κ in either Laplace or Normal cases (cf. Chaudhuri and

Hill, 2024, Part I: Theorems F.3 and F.4). Hence, mn = O(ln(n)) with mn/kn → ∞ is always valid. See

also Section 3.3 for the logic behind forcing kn to be small and kn → ∞ slow, with a larger mn, based on

first and higher order asymptotic arguments.

We compare θ̂
(tz)
n and θ̂

(tz:o)
n to the untrimmed estimator θ̃n ≡ 1/n

∑n
i=1 Zi(γ̂n), the trim-by-X esti-

mator θ
(tx)
n = 1/n

∑n
i=1 Zi(γ̂n) I(|Xi| ≤ νn) with threshold νn = ln(ln(n)), and the adaptive version θ̂

(tx)
n

= 1/n
∑n

i=1 Zi(γ̂n)I(|Xi| ≤ X
(a)

(k
(x)
n )

) discussed in Chaudhuri and Hill (2024, Part I: Appendix G) based

on the order statistics of X
(a)
i ≡ |Xi| with k

(x)
n = [2n/ ln(n)] ∈ {43, 91, 161, 290} = {43%, 36%, 32%, 29%}

when n ∈ {100, 250, 500, 1000}. The choice νn for θ
(tx)
n is based on the fact that by design θ

(tx)
n is unbiased,

while a small and slow νn → ∞ implies heavier trimming which augments the convergence rate when β >

1, and νn = ln(n) need not lead to any trimming for a particular sample. See Chaudhuri and Hill (2024,

Part I: Appendix G) for discussion. Further, with νn = ln(ln(n)) about {13, 22, 34, 53} observations are

typically trimmed for θ
(tx)
n when n ∈ {100, 250, 500, 1000}. The choice k

(x)
n = [2n/ ln(n)] for θ̂

(tx)
n implies

comparatively heavy trimming, while k
(x)
n is much larger than kn to ensure extreme Z ′

is are trimmed as

discussed in Chaudhuri and Hill (2024, Part I: Appendix G). As a control, we also use the much smaller

k
(x)
n = kn.

We also compute the trim-by-p(X) estimator defined as follows. Let pi(γ) ≡ p(Xi, γ), define order

14We thank a referee for suggesting the demonstration of this bias.
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statistics p(1)(γ) ≥ · · · ≥ p(n)(γ), and an intermediate order sequence {k(p)n }. The estimator is

θ̂(tp)n (γ̂n) ≡
1

n

n∑
i=1

Zi(γ̂n)I
(
p
(n−k

(p)
n +1)

(γ̂n) ≤ pi(γ̂n) ≤ p
(k

(p)
n )

(γ̂n)
)
.

In this case k
(p)
n observations are trimmed from each tail, hence a total of 2k

(p)
n observations are trimmed

with probability one. We therefore use either k
(p)
n = [.0125 ln(n)], in order to match 2k

(p)
n = kn with

respect to θ̂
(tz:o)
n ; or k

(p)
n = [λpn/ ln(n)] where λp ∈ {.25, .5, 1, 2}, while λp = 1 matches 2k

(p)
n = k

(x)
n .

Under our maintained assumptions n1/2S−1
n (θ̂

(tx)
n (γ̂n) − θ)

d→ N(0, 1) in the heavy tail case E[Z2
i ]

= ∞, and n1/2S−1
n (θ̂

(tx)
n (γ̂n) − θ)

d→ N(0,K) for some K ∈ (0,∞) that depends on p(Xi, γ0). In the

threshold crossing model Di = I(βXi − Ui ≥ 0) where Ui and Xi are independent, and Ui has a symmetric

distribution about zero, then it can be shown that (n1/2/S̃n)(θ̂
(tp)
n (γ̂n) − θ)

d→ N(0, 1) for some sequence

of positive constants {S̃n}, where S̃n → ∞ if E[Z2
i ] = ∞.

4.1.2 Results

Let θ̌n,r be the r
th sample value of any estimator, over r = 1, ..., R samples, R = 10, 000. Table 1 contains

the simulation mean 1/R
∑R

r=1 θ̌n,r, median, root mean squared error [mse] sn ≡ (1/R
∑R

r=1 θ̌
2
n,r)

1/2, and

the percent of observations that are trimmed on average per sample. We also use the standardized ratio

θ̌n,r/sn to test for normality by the Kolmogorov-Smirnov test. We report the KS statistic divided by

its 5% critical value: values above one imply rejection of standard normality at the 5% level. In Table

2 we report rejection frequencies for an asymptotic test of θ = 0 against θ ̸= 0 at the {1%, 5%, 10%}
levels based on the statistic θ̌n,r/sn and critical values taken from a standard normal distribution. We

only report results for sample sizes n ∈ {100, 250} since the remaining results are similar, and we do not

tabulate here the adaptive trim-by-p(X) results since it performs on par with the adaptive trim-by-X

estimator. See Chaudhuri and Hill (2024, Part II) for all compiled results.

The untrimmed θ̃n is very sensitive to limited overlap β ≥ 1. The presence of large values influences

the sign of θ̃n, giving the appearance of bias. It is exceptionally heavy tailed when β > 1, and {Ui, Xi}
are iid or Xi is heavier tailed than Ui, and therefore θ̃n is far from normally distributed. Empirical size

for the t-test is therefore highly distorted, especially when n ≥ 250 where the degree of heavy tailedness

is better observed.

Overall the tail-trimmed {θ̂(tz)n , θ̂
(tz:o)
n } are best across all measures: low bias, median close to θ, low

mse, approximate normality, and rejection frequencies near the nominal test sizes. The adaptive trim-

by-X estimator θ̂
(tx)
n with a much larger trimming fractile k

(x)
n > kn is on par with {θ̂(tz)n , θ̂

(tz:o)
n } in

most cases; in some cases it has a smaller mse; while it deviates from normality in the very heavy tailed

case where (Y0,i, Y1,i, Xi) ∼ normal with Ui ∼ Laplace and β > 1. The performance of θ̂
(tx)
n comes at

a substantial cost since we must trim far more observations than for the trim-by-Z estimators: k
(x)
n /kn

∈ {43, 91, 80.5, 145} for n ∈ {100, 250, 500, 1000}. This is staggering: we must trim 145 times as many

observations when n = 1000 in order to achieve an estimator that compares well with {θ̂(tz)n , θ̂
(tz:o)
n }.

If we simply set k
(x)
n = kn then θ̂

(tx)
n performs roughly on par with the untrimmed estimator due to

the weak correspondence between Xi and Zi: it exhibits small sample bias, larger mse, and deviates from

normality when β ≥ 1, where the deviation is profound in the heaviest tail cases. Similarly, the trim-by-X
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estimator θ
(tx)
n with our chosen threshold νn also compares closely to the untrimmed θ̃n, even though on

average it removes far more observations than θ̂
(tx)
n with kn.

The trim-by-p(X) estimator θ̂
(tp)
n is similar to θ̂

(tx)
n . It generally works best when k

(p)
n = [λpn/ ln(n)]

and λp ∈ {1, 2}. This is ultimately due to a weak correspondence between p(Xi) and Zi.

The above findings verify by simulation the weak probabilistic link between (X, p(X)) and Z in a latent

variable treatment assignment framework with a linear threshold crossing mechanism. These also provide

strong support of the computational experiment in Chaudhuri and Hill (2024, Part I: Appendix G). Con-

versely, trimming by Z necessarily removes the most damaging observation(s), resulting in approximately

normal estimators {θ̂(tz)n , θ̂
(tz:o)
n }, and sharp asymptotic inference, with very little trimming.

4.2 Asymmetric Z, Multivariate X, Unknown p(X)

We repeat the experiment in Section 4.1, except we now allow for multivariate X, a constant term, e.g.

in the scalar X case D = I(α + βX − U ≥ 0) with α ̸= 0, and we allow for estimation of the propensity

score. When α ̸= 0, by repeating arguments in Chaudhuri and Hill (2024, Part I: Appendix F) it is

straightforward to show that Z has asymmetric power law tails with symmetric tail indices: κ1 = κ2.

We only report results for sample sizes n ∈ {100, 250} for estimators with non-trimming, trim-by-

Z with optimal bias correction, and adaptive trim-by-X with k
(x)
n > kn, since trim-by-p(X) is similar,

and the remaining are suboptimal under limited overlap. We omit reporting t-test rejection rates since

these mimic findings from Sections 4.1: an estimator closer to normal has rejection rates closer to the

nominal size of the test under the null. See Chaudhuri and Hill (2024, Part II) for test results for each

n ∈ {100, 250, 500, 1000}; for t-test rejection rates; and for the trim-by-p(X) estimator with fractiles

k
(p)
n = [λpn/ ln(n)] and λp ∈ {1, 2} since only these in Section 4.1 lead to estimates that are robust to

limited overlap.

4.2.1 One Covariate, Known p(X), and Asymmetric Z

Let D = I(.25 + βX − U ≥ 0). Although κ1 = κ2, we still generalize bias estimation by using the

general formula (13). See Table 3 for results. The estimators perform about the same as when α = 0 (Z

has a symmetric distribution). One difference is apparent: when β > 1 then the trim-by-Z and adaptive

trim-by-X estimators are slightly farther from normal in some cases. Overall, however, the asymmetric

bias correction for θ̂
(tz:o)
n works well.

4.2.2 Unknown p(X)

We now estimate a parametric propensity score function with possibly multivariate Xi. The treatment

assignment is Di = I(γ′0Xi − Ui ≥ 0), so we use the model p(Xi, γ) ≡ FU (γ
′Xi) for the given distribution

FU described above, and we compute γ̂n by maximum likelihood (8). We now drop the argument γ̂n and

simply write, e.g., θ̂
(tz)
n .

There are four cases. Let X̃i be stochastic covariates, and β ∈ {.25, 1, 2} as in Section 4.1. The first

two cases are the same as those in Sections 4.1 and 4.2.1, except that an estimate of p(Xi) is used.

Case 1. The covariate is scalar Xi = X̃i, and (Y0,i, Y1,i, X̃i, Ui) have the various distributions in Section

4.1. We include a constant term for estimation, hence [1, X̃i] is used for estimating γ0 = [0, β]′.
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Case 2. We now add and estimate a constant term. The covariate is Xi = [1, X̃i] for scalar X̃i; γ0 =

[.25, β] as in Section 4.1; (Y0,i, Y1,i, X̃i, Ui) are as above; and [1, X̃i] is used for estimating γ0.

The last two cases have multiple stochastic covariates.

Case 3. Stochastic covariates are X̃i = [X̃j,i]
3
j=1, where X̃1,i is Bernoulli with P (X̃1,i = 1) = .3, X̃3,i =

X̃2
2,i, and (Y0,i, Y1,i, X̃2,i, Ui) are as above; γ0,1 = .5, γ0,2 = β and γ0,3 = β/2. We include a constant term

for estimating γ0 = [0, .5, β, β/2]′.

Case 4. We now add and estimate a constant term. The covariates are X̃i = [X̃j,i]
4
j=1, X̃1,i = 1, X̃2,i is

Bernoulli with P (X̃2,i = 1) = .3, X̃4,i = X̃2
3,i, and (Y0,i, Y1,i, X̃3,i, Ui) are as above; the constant term is

γ0,1 = .25, and the remaining parameters are (γ0,2, γ0,3, γ0,4) = (.5, β, β/2).

The general bias estimator (13) is again used, although Z has symmetric tail indices. The heaviest

tailed covariate in Case 3 (and 4) is X̃3,i (and X̃4,i), the square of the scalar regressor used in Section

4.1. Thus, X̃3,i (and X̃4,i) and Ui drive the tail properties of Zi. The trim-by-X estimator uses just one

covariate for trimming: we naturally use X̃i in Cases 1 and 2, X̃2,i in Case 3, and X̃3,i in Case 4. We

follow standard practice and include a constant term for estimation in all cases.

Since there is essentially no difference between using the true or estimated propensity score, the results

are placed in Chaudhuri and Hill (2024, Part II). The only noticeable difference, however, is the slightly

smaller mse of θ̂
(tz:o)
n (γ̂n) relative to θ̂

(tz:o)
n (γ0) when E[Z2

i ] < ∞, for larger sample sizes n ∈ {500, 1000}.
Recall that V2

n/σ
2
n → (0, 1) is predicted by Theorem 3.1 when E[Z2

i ] < ∞, where V2
n and σ2

n are the

respective mse’s of θ̂
(tz:o)
n (γ̂n) and θ̂

(tz:o)
n (γ0), hence it is not surprising that we only see the difference

with a larger sample size. As an example, when n = 500, Xi is scalar, all variables are Gaussian, and β

> 1, then the mse’s of (θ̂
(tz:o)
n (γ̂n), θ̂

(tz:o)
n (γ0)) are (.0905, .0913), and when n = 1000 then the mse’s are

(.0625, .0651). If all variables are Laplace, then the mse’s are (.0941, .0942) and (.0647, .0663) respectively

when n is 500 and 1000. See Tables H.1(c) and H.9(b) in Chaudhuri and Hill (2024, Part II).

4.3 Trim-by-Y

We now consider trimming by Y . We work in the benchmark setting of Section 4.1, and with D =

I(.25 + βX − U ≥ 0) as in Section 4.2.1 to obtain an asymmetrically distributed Z. We want simply

to focus on the pure effects of trimming on bias. The estimator is θ̂
(ty)
n = 1/n

∑n
i=1 ZiI(|Yi| ≤ Y

(a)

(k
(y)
n )

).

Under a suitable normalization, θ̂
(ty)
n is asymptotically unbiased in its limit distribution by the benchmark

design.15 Crump, Hotz, Imbens, and Mitnik (2009), however, argue that removing units based on the

outcome values Y can introduce bias. This will logically materialize in small samples here due to the

presence of a few extreme values under the limited overlap case β ≥ 1, even though asymptotically bias

vanishes in the benchmark setting. Bias, however, occurs even asymptotically in the limit distribution

when Z has an asymmetric distribution because trimming is symmetric.

15Let c
(y)
n satisfy P (|Yi| ≥ c

(y)
n ) = kn/n. In the benchmark case DiY1,i + (1−Di)Y0,i is symmetrically distributed about

zero for any fixed value of Di. Hence, by independence: E[{DiY1,i + (1 − Di)Y0,i}I(|DiY1,i + (1− Di)Y0,i| ≤ c
(y)
n )|Xi, Ui]

= 0 a.s., thus E[ZiI(|Yi| ≤ c
(y)
n )] = 0 = θ. Since estimators with threshold Y

(a)

(kn) or c
(y)
n are asymptotically equivalent in

their limit distribution (see, e.g., Lemma A.4 in Appendix A), θ̂
(ty)
n will be asymptotically unbiased in its limit distribution

in this benchmark case.
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First, Figure G.2 in Chaudhuri and Hill (2024, Part I: Appendix G) plots an estimate of P (|Zi| >
cz | |Yi| > cy) by using the methods presented there. It reveals essentially a perfect correspondence of

extremes values of Y and Z in that simple setting when β < 1 (E[Z2] < ∞). That correspondence,

however, erodes monotonically in β > 1 (E[Z2] = ∞). We therefore use the same thresholds for trimming

Y as we do for Z: k
(y)
n = kn, and expect θ̂

(ty)
n to work well when β < 1. Tables 1-2 verify this intuition:

compared to θ̂
(tz)
n and θ̂

(tz:o)
n , θ̂

(ty)
n has larger bias, it is farther from normally distributed, and exhibits

larger empirical size distortions when β ∈ {1, 2}, with the worst performance at β = 2. If Z has asymmetric

tails then θ̂
(ty)
n logically is more biased, with higher dispersion, and is more deviated from normality.

5 Conclusion

Under assumptions of unconfoundedness and limited overlap, the ATE can be point identified as the

mean of a random variable Z that depends on the realized outcome and the propensity score for each

sample unit. Small and even large sample performance of robust IPW estimators of the ATE crucially

depend on the number of extreme observations of Z that are trimmed. As a primary contribution we use

information from Z itself to determine when to trim, and we correct for the resulting possible bias with

a new estimator that does not impact asymptotics as to opposed to previous attempts in the literature.

We allow for a plug-in estimator for the propensity score and show it also does not impact asymptotics

when limited overlap is severe enough that Z has an infinite variance, and in all cases our trimmed

estimator’s mean-squared-error cannot be larger when the propensity score plug-in is used. We show in

a controlled experiment that our estimator works exceptionally well when only a few observations are

trimmed, while estimators that trim based on covariates, or the propensity score, require a far greater

amount of trimming for comparable results. We explicitly ignore the topic of an optimal amount of

trimming, aside from showing that very little trimming works very well. A future topic of interest

therefore concerns a data-adaptive technique for selecting the number of observations to trim in a way

that leads to sharp inference in small samples.

A Appendix: Expansions

Define the moment supremum

κ ≡ arg sup {α > 0 : E |Zi|α < ∞} .

In the infinite variance case κ ≤ 2 this is identically the tail index in A3. Throughout we drop γ0, e.g.

Zi = Zi(γ0). Recall pi(γ) ≡ p(Xi, γ) hence pi = pi(γ0). Let K > 0 be a finite constant whose value may

change from place to place. ι > 0 is a tiny constant whose value may change.

We need to expand trimming indicators and order statistics in order to handle a plug-in estimator for

γ0 and for the ATE. Denote by θ0 the true ATE and let θ be an arbitrary scalar, and assume without

loss of generality

θ0 = 0.

Since there are two plug-ins γ̂n and 1/n
∑n

i=1 Zi(γ) it is helpful to write Zi(γ) − 1/n
∑n

j=1 Zj(γ)
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compactly as a function of one vector parameter. Define

ξ ≡
[
γ′, θ

]′
and ξ̂n ≡

[
γ̂′n,

1

n

n∑
i=1

Zi(γ̂n)

]′
, Zi(ξ) ≡ Zi(γ)− θ and Zi ≡ Zi − θ0 = Zi, (A.1)

and write

Z(a)
i (ξ) ≡ |Zi(ξ)| , and Z(a)

(1) (ξ) ≥ Z(a)
(2) (ξ) ≥ · · · ≥ Z(a)

(n)(ξ).

Thus, Z(a)
(kn)

(ξ̂n) is simply the threshold Ẑ
(a)
n,(kn)

(γ̂n) defined by (3) and (4).

The two dimensional plug-in estimator is ξ̂n. Let {cn(ξ)}n≥1 be a sequence of mappings cn : Ξ →
(0,∞) that satisfy:

P (|Zi(ξ)| > cn(ξ)) = kn/n.

By construction and A3(ii) the threshold cn(ξ0) satisfies:

cn = cn(ξ0) = K(n/kn)
1/κ. (A.2)

Together θ0 = 0, the fact that Zi is iid, and distribution tail property A3 yield

1

n

n∑
i=1

Zi = Op

(
Ln/n

1−1/min{κ,2}
)
, (A.3)

where Ln is slowly varying and κ > 1 is the A3 power law tail index. By case Ln = 1 if κ ̸= 2 and

Ln = ln(n) if κ = 2 (see Ibragimov and Linnik, 1971). Combine γ̂n = γ0 + Op(1/n
1/2) under B2,

n1−1/min{κ,2}Ln/n
1/2 = O(1) and (A.3) to deduce the plug-in estimator satisfies:

ξ̂n − ξ0 = Op

(
Ln/n

1−1/min{κ,2}
)
. (A.4)

Finally, recall that by the definition of a derivative, any differentiable f : Rk → R satisfies

f(x1)− f(x0) =
∂

∂x′
f(x1)× (x1 − x0) + o (∥x1 − x0∥) , (A.5)

where o(||x1 − x0||) → 0 faster than ||x1 − x0|| → 0. We first characterize the thresholds used for

trimming.

Lemma A.1 Under Assumptions A3, B1, and B2:

a. Z(a)
(kn)

(ξ̂n)/cn = Z(a)
(kn)

/cn + op(1/k
1/2
n ) and Z(a)

(kn)
(ξ̂n) ̸= Z(a)

(kn)
a.s.

b. Z(a)
(kn)

/cn = 1 + Op(1/k
1/2
n ).

Proof.

Claim (a). The almost sure inequality follows from distribution continuity. We will show ln(Z(a)
(kn)

(ξ̂n)/cn)

= ln(Z(a)
(kn)

/cn) + op(1/k
1/2
n ). The claim then follows by the mean value theorem. Let iff = if and only if.

26



Define

In(u, ξ) ≡
1

kn

n∑
i=1

{
I
(
|Zi(ξ)| > cn(ξ)e

u/k
1/2
n

)
− P

(
|Zi(ξ)| > cn(ξ)e

u/k
1/2
n

)}
.

By construction k
1/2
n ln(Z(a)

(kn)
(ξ)/cn(ξ)) ≤ u iff 1/kn

∑n
i=1 I(|Zi(ξ)| > cn(ξ)e

u/k
1/2
n ) ≤ 1 iff

k1/2n In(u, ξ) ≤ k1/2n

1−
P
(
|Zi(ξ)| > cn(ξ)e

u/k
1/2
n

)
P (|Zi(ξ)| > cn(ξ))


= k1/2n

(
1− n

kn

{
1 + FZi(ξ)

(
−cn(ξ)e

u/k
1/2
n

)
− FZi(ξ)

(
cn(ξ)e

u/k
1/2
n

)})
.

Under A3(iii.a) Zi(ξ) has a continuous density function fZ(ξ). Then by P (|Zi(ξ)| > cn(ξ)) = kn/n, the

A3(iii.c) tail balance property (6), and the mean value theorem, there exists u∗, |u∗| ≤ |u, such that

k1/2n

(
1− n

kn

{
1 + FZi(ξ)

(
−cn(ξ)e

u/k
1/2
n

)
− FZi(ξ)

(
cn(ξ)e

u/k
1/2
n

)})
(A.6)

=
n

kn
cn(ξ)

{
fZ(ξ)

(
−cn(ξ)e

u∗/k
1/2
n

)
+ fZ(ξ)

(
cn(ξ)e

u∗/k
1/2
n

)}
u = K(ξ)u (1 + o(1)) ,

where o(1) → 0 as n → ∞ does not depend on ξ, K(ξ) is continuous, infξ∈ΞK(ξ) > 0 and supξ∈ΞK(ξ)

< ∞. Thus k
1/2
n ln(Z(a)

(kn)
(ξ)/cn(ξ)) ≤ u iff k

1/2
n In(u, ξ) ≤ K(ξ)u(1 + o(1)). Now, K(ξ̂n) = K + op(1) in

view of ξ̂n
p→ ξ and continuity. This yields by Cramer’s theorem:

lim
n→∞

P
(
k1/2n ln

(
Z(a)
(kn)

(ξ̂n)/cn(ξ̂n)
)
≤ u

)
= lim

n→∞
P

(
k
1/2
n

K (1 + o(1))
In(u, ξ̂n) ≤ u

)
. (A.7)

By the same argument

lim
n→∞

P
(
k1/2n ln

(
Z(a)
(kn)

/cn

)
≤ u

)
= lim

n→∞
P

(
k
1/2
n

K (1 + o(1))
In(u, ξ0) ≤ u

)
. (A.8)

Combine (A.7) with Lemma A.2.b, below, to deduce:

lim
n→∞

P
(
k1/2n ln

(
Z(a)
(kn)

(ξ̂n)/cn(ξ̂n)
)
≤ u

)
= lim

n→∞
P

(
k
1/2
n

K (1 + o(1))
In(u, ξ0) ≤ u

)
.

Hence, for each u ∈ R: limn→∞ P (k
1/2
n ln(Z(a)

(kn)
(ξ̂n)/cn(ξ̂n)) ≤ u) = limn→∞ P (k

1/2
n ln(Z(a)

(kn)
/cn) ≤ u).

Finally, k
1/2
n ln(cn(ξ̂n)/cn) = op(1) by Lemma A.2.a. The claim limn→∞ P (k

1/2
n ln(Z(a)

(kn)
/cn) ≤ u) =

limn→∞ P (k
1/2
n ln(Z(a)

(kn)
(ξ̂n)/cn) ≤ u) now follows from by Cramer’s theorem.

Claim (b). In view of (A.8) we need only show E[(k
1/2
n In(u, ξ0))2] = O(1). By independence and cn
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→ ∞:

E

[(
k1/2n In(u, ξ0)

)2]
=

n

kn
P
(
|Zi| > cne

u/k
1/2
n

)
P
(
|Zi| ≤ cne

u/k
1/2
n

)
=

n

kn
P
(
|Zi| > cne

u/k
1/2
n

)
(1 + o(1)) .

The argument leading to (A.6) implies (n/kn)P (|Zi| > cne
u/k

1/2
n ) = 1 + O(1/k

1/2
n ). QED.

Lemma A.2 Let Assumptions A3, A4, and B1-B3 hold.

a. For slowly varying functions Ln defined by (A.4) and L̊n defined under A3(iii.b), |cn(ξ̂n)/cn − 1| =
Op(LnL̊n/n

1−1/min{κ,2}) = op(1/k
1/2
n ), and |K(ξ̂n)−K| = Op(Ln/n

1−1/min{κ,2}) = op(1/k
1/2
n ).

b. Define In(u, ξ) ≡ 1/kn
∑n

i=1{I(|Zi(ξ)| > cn(ξ)e
u/k

1/2
n ) − P (|Zi(ξ)| > cn(ξ)e

u/k
1/2
n )}. Then k

1/2
n {In(u, ξ̂n)

− In(u, ξ0)} = op(1).

Proof.

Claim (a). By tail properties A3(iii.b,c), plug-in order (A.4) and derivative property (A.5) applied

to cn(ξ̂n): ∣∣∣∣∣cn(ξ̂n)cn
− 1

∣∣∣∣∣ =
∥∥∥∥ 1

cn

∂

∂ξ
cn(ξ0)

∥∥∥∥× ∥∥∥ξ̂n − ξ0

∥∥∥+ op

(∥∥∥ξ̂n − ξ0

∥∥∥) = Op

(
LnL̊n

n1−1/min{κ,2}

)
∣∣∣K(ξ̂n)−K

∣∣∣ ≤ sup
ξ∈Σ

∥∥∥∥ ∂

∂ξ
K(ξ)

∥∥∥∥× ∥∥∥ξ̂n − ξ0

∥∥∥ = Op

(
Ln

n1−1/min{κ,2}

)
. (A.9)

Since under A3 and A4 {kn,Ln, L̊n} are at most slowly varying functions, the proof is complete.

Claim (b). Since In(u, ξ) is not everywhere differentiable on Ξ, we treat this ordinary function as

a generalized function, defined as a regular sequence of good functions in the sense of Lighthill (1958:

Chapter 2, Def.’s 3, 5 and 7; se especially Chapter 2.3).16,17

Step 1 (generalized indicator function). We begin by treating I(w) ≡ I(w > 0) as a generalized

function. I(w) has a smooth regular sequences {IN (w)}N≥1 defined by

IN (w) ≡
∫ ∞

−∞
I (v) S (N (v − w))N e−v2/N 2

dv, (A.10)

where S is a function that blots out I(v) when v /∈ [w − 1/N , w + 1/N ]. S(y) is assumed to be a good

function (Lighthill, 1958, Def. 1 and p. 22), and as in Lighthill (1958, eq. (24)) and Phillips (1995, eq.

(12)), we use:

S(y) = e−1/(1−y2)

(∫ 1

−1
e−1/(1−z2)dz

)−1

I (|y| < 1) . (A.11)

16Similar usage of generalized functions can be found in Phillips (1995), Zinde-Walsh (2014) and Hill (2015).
17A good function is infinitely differentiable on R, and it and all its derivatives are O(|y|−N ) as |y| → ∞ for any N > 0

(Lighthill, 1958, Def. 1). A sequence of good functions {fN (x)}N∈N is regular if limN→∞
∫∞
−∞ fN (x)F (x)dx exists for any

good function F (x) (Lighthill, 1958, Def. 3). Since good functions are integrable on R, clearly {fN (x) + a}N∈N is regular if
{fN (x)}N∈N is regular.
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Then
∫ 1
−1 S(y)dy = 1, and limN→∞

∫∞
−∞ IN (v)F (v)dv =

∫∞
−∞ I(v)F (v)dv for any good function F (Lighthill,

1958, Def. 7 and p. 22). Moreover, by Lemma A.3.a, below,

|IN (w)− I(w)| ≤ K |w|ι /N ι +K/N for any ι ∈ (0, 1). (A.12)

The derivative DN (w) of IN (w) is a regular sequence for the Dirac delta function (Lighthill, 1958, p. 17):

DN (w) ≡ (N/π)1/2 e−Nw2
.

Step 2 (expansion of generalized In(u, ξ)). Define

ζ
(0)
n,i (ξ, u) ≡ Zi(ξ) + cn(ξ)e

u/k
1/2
n and ζ

(1)
n,i (ξ, u) ≡ Zi(ξ)− cn(ξ)e

u/k
1/2
n ,

hence

In(u, ξ) =
1

kn

n∑
i=1

({
I
(
ζ
(1)
n,i (ξ, u)

)
+ I

(
−ζ

(0)
n,i (ξ, u)

)}
−
{
P
(
ζ
(1)
n,i (ξ, u) > 0

)
+ P

(
−ζ

(0)
n,i (ξ, u) > 0

)})
.

Let {N n} be an arbitrary sequence of positive integers, Nn → ∞ as n → ∞. Since I(|w| > c) = I(w −
c) + I(−w − c), we treat In(u, ξ) as a generalized function with the regular sequence:

INn,n(u, ξ) =
1

kn

n∑
i=1

({
INn

(
ζ
(1)
n,i (ξ, u)

)
+ INn

(
−ζ

(0)
n,i (ξ, u)

)}
−
{
E
[
INn

(
ζ
(1)
n,i (ξ, u)

)]
+ E

[
INn

(
−ζ

(0)
n,i (ξ, u)

)]})
.

We first prove supξ∈Ξ{k
1/2
n |INn,n(u, ξ) − In(u, ξ)|}

p→ 0. It then suffices to work with INn,n(u, ξ). By

subadditivity, for any ε > 0:

P

(
sup
ξ∈Ξ

k1/2n |INn,n(u, ξ)− In(u, ξ)| > ε

)
≤ P

(
sup
ξ∈Ξ

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

{
INn

(
ζ
(1)
n,i (ξ, u)

)
− I

(
ζ
(1)
n,i (ξ, u)

)}∣∣∣∣∣ > ε/4

)

+P

(
sup
ξ∈Ξ

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

{
INn

(
−ζ

(0)
n,i (ξ, u)

)
− I

(
−ζ

(0)
n,i (ξ, u)

)}∣∣∣∣∣ > ε/4

)

+P

(
sup
ξ∈Ξ

∣∣∣∣ n

k
1/2
n

E
[
INn

(
ζ
(1)
n,i (ξ, u)

)
− I

(
ζ
(1)
n,i (ξ, u)

)]∣∣∣∣ > ε/4

)

+P

(
sup
ξ∈Ξ

∣∣∣∣ n

k
1/2
n

E
[
INn

(
−ζ

(0)
n,i (ξ, u)

)
− I

(
−ζ

(0)
n,i (ξ, u)

)]∣∣∣∣ > ε/4

)
.

We will prove the first probability on the right side of the inequality is o(1), the remaining terms being

similar. Use regular sequence property (A.12), |x + y|ι ≤ |x|ι + |y|ι for tiny ι > 0 and (x, y) ≥ 0, and

the A3(iii.b) property supξ∈Ξ {cn(ξ)} = O(nϖ) for some ϖ > 0, to yield for any tiny ι > 0:

P

(
sup
ξ∈Ξ

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

{
INn

(
ζ
(1)
n,i (ξ, u)

)
− I

(
ζ
(1)
n,i (ξ, u)

)}∣∣∣∣∣ > ε/4

)
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≤ P

(
K

1

k
1/2
n

n∑
i=1

1

N ι
n

sup
ξ∈Ξ

∣∣∣ζ(1)n,i (ξ, u)
∣∣∣ι + n

k
1/2
n

K

N ι
n

> ε/4

)

≤ P

(
K

1

k
1/2
n

n∑
i=1

1

N ι
n

{
sup
ξ∈Ξ

|Zi(ξ)|ι +Knιϖeιιu/k
1/2
n

}
+

n

k
1/2
n

K

N ι
n

> ε/4

)
.

Now invoke Markov’s inequality, and E[supξ∈Ξ |Zi(ξ)|ι] < ∞ by A3(iii.a), to deduce:

P

(
sup
ξ∈Ξ

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

{
INn

(
ζ
(1)
n,i (ξ, u)

)
− I

(
ζ
(1)
n,i (ξ, u)

)}∣∣∣∣∣ > ε/4

)
≤ K

(
nnιϖeιιu/k

1/2
n + n

k
1/2
n N ι

n

)
≤ K

n1+ιϖeιιu/k
1/2
n

k
1/2
n N ι

n

.

We can always pick {Nn} to satisfy n1+ιϖk
−1/2
n /N ι

n → 0, which proves the required limit.

Now expand INn,n(u, ξ̂n) around ξ0. By the definition of a derivative:∣∣∣INn

(
±ζ

(·)
n,i(ξ̂n, u)

)
− INn

(
±ζ

(·)
n,i(ξ0, u)

)∣∣∣ ≤ DNn(±ζ
(·)
n,i(ξ0, u))

∣∣∣ζ(·)n,i(ξ̂n, u)− ζ
(·)
n,i(ξ0, u)

∣∣∣× (1 +Rn,i) ,

where Rn,i
p→ 0 as |ζ(·)n,i(ξ̂n, u) − ζ

(·)
n,i(ξ0, u)|

p→ 0. Hence:∣∣∣k1/2n

{
INn,n(u, ξ̂n)− INn,n(u, ξ0)

}∣∣∣ (A.13)

≤ 1

kn

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)
× k1/2n

∣∣∣ζ(1)n,i (ξ̂n, u)− ζ
(1)
n,i (ξ0, u)

∣∣∣× (1 +Rn,i)

+
1

kn

n∑
i=1

DNn

(
−ζ

(0)
n,i (ξ0, u)

)
× k1/2n

∣∣∣ζ(0)n,i (ξ̂n, u)− ζ
(0)
n,i (ξ0, u)

∣∣∣× (1 +Rn,i)

+

∣∣∣∣ n

k
1/2
n

E
[
INn

(
ζ
(1)
n,i (ξ̂n, u)

)
− INn

(
ζ
(1)
n,i (ξ0, u)

)]∣∣∣∣+ ∣∣∣∣ n

k
1/2
n

E
[
INn

(
−ζ

(0)
n,i (ξ̂n, u)

)
− INn

(
−ζ

(0)
n,i (ξ0, u)

)]∣∣∣∣ .
We will show the first and third terms are op(1) and o(1) respectively, the remaining terms being similar.

Step 2.1. Recall ζ
(1)
n,i (ξ, u) ≡ Zi(ξ) − cn(ξ)e

u/k
1/2
n and Zi(ξ) = Zi(γ) − θ. By the triangular

inequality:∣∣∣∣∣ 1kn
n∑

i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)
× k1/2n

(
ζ
(1)
n,i (ξ̂n, u)− ζ

(1)
n,i (ξ0, u)

)
× (1 +Rn,i)

∣∣∣∣∣
≤

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)
×
(
Zi(ξ̂n)−Zi(ξ0)

)
× (1 +R1,n,i)

∣∣∣∣∣
+

∣∣∣∣∣ cn

k
1/2
n

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)∣∣∣∣∣×
∣∣∣∣∣cn(ξ̂n)cn

− 1

∣∣∣∣∣ eu/k1/2n × (1 +R2,n) = C1,n(u) + C2,n(u), (A.14)

where R1,n,i
p→ 0 as |Zi(ξ̂n) − Zi(ξ0)|

p→ 0 and R2,n
p→ 0 as |cn(ξ̂n)/cn − 1| p→ 0.

Consider C1,n(u) and write

Ai ≡ sup
γ∈Γ

{
|hi(γ)Zi(γ)| ×

∥∥∥∥ ∂

∂γ
pi(γ)

∥∥∥∥} .
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Under B1 γ̂n − γ0 = Op(1/n
1/2). Hence, by a first order expansion of Zi(γ̂n) around γ0, and the triangle

inequality:

C1,n(u) ≤

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)
× Ai × (1 +R3,n,i)| ×Op

(
1/n1/2

)
(A.15)

+

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)∣∣∣∣∣×
∣∣∣∣∣ 1n

n∑
i=1

Ai

∣∣∣∣∣× (1 +R4,n)×Op

(
1/n1/2

)
(A.16)

+

∣∣∣∣∣ 1

k
1/2
n

n∑
i=1

DNn

(
ζ
(1)
n,i (ξ0, u)

)∣∣∣∣∣×
∣∣∣∣∣ 1n

n∑
i=1

Zi

∣∣∣∣∣× (1 +R5,n) , (A.17)

where R3,n,i
p→ 0 as Ai × ||γ̂n − γ0||

p→ 0, R4,n
p→ 0 as 1/n

∑n
i=1Ai × ||γ̂n − γ0||

p→ 0, and R5,n
p→ 0 as

|1/n
∑n

i=1 Zi| × ||γ̂n − γ0||
p→ 0.

We will show each component is op(1), hence C1,n(u) = op(1). The expression in (A.15) is op(1) by

Lemma A.3.b, and the fact that Ai is Lp-bounded for some p > 0 by B3(i).

Next, by Lemma A.3.b k
−1/2
n

∑n
i=1DNn(ζ

(1)
n,i (ξ0, u)) = op(1/N ι

n) for tiny ι > 0. Further, by B3(i) and

Loève’s inequality E[(1/n
∑n

i=1Ai)
ι] ≤ Kn1−ι for tiny ι > 0, hence

1

n

n∑
i=1

Ai =
1

n

n∑
i=1

sup
γ∈Γ

{
|hi(γ)Zi(γ)| ×

∥∥∥∥ ∂

∂γ
pi(γ)

∥∥∥∥} = Op(n
1/ι−1). (A.18)

Thus, the expression in (A.16) is op(n
1/ι−1−1/2/N ι

n) = op(1) for any {Nn}, Nn/n
1/ι2−3/(2ι) → ∞. The

same argument extends to (A.17) since 1/n
∑n

i=1 Zi = op(1) by (A.3).

Now consider C2,n(u) in (A.14). First, k
−1/2
n

∑n
i=1DNn(ζ

(1)
n,i (ξ0, u)) = op(1/N ι

n). Second, by Lemma

A.2.a |cn(ξ̂n)/cn − 1| = Op(LnL̊n/n
1−1/min{κ,2}) = op(1). Third, cn = O(n1/κ) by threshold relation

(A.2). Therefore C2,n(u) = op(n
1/κ/N ι

n) = op(1) for any {Nn}, Nn/n
1/(ικ) → ∞.

Step 2.2. Now turn to the third term in (A.13). Use the definition of a derivative, and expand

INn(ζ
(1)
n,i (ξ̂n, u)) around ζ

(1)
n,i (ξ̂n, u) − ζ

(1)
n,i (ξ0, u) and INn(ζ

(1)
n,i (ξ0, u)) around ζ

(1)
n,i (ξ0, u) − ζ

(1)
n,i (ξ̂n, u) to

yield both:

INn

(
ζ
(1)
n,i (ξ̂n, u)

)
= INn

(
ζ
(1)
n,i (ξ̂n, u)− ζ

(1)
n,i (ξ0, u)

)
−DNn

(
ζ
(1)
n,i (ξ̂n, u)− ζ

(1)
n,i (ξ0, u)

)
ζ
(1)
n,i (ξ0, u) (1 + op (1))

INn

(
ζ
(1)
n,i (ξ0, u)

)
= INn

(
ζ
(1)
n,i (ξ0, u)− ζ

(1)
n,i (ξ̂n, u)

)
−DNn

(
ζ
(1)
n,i (ξ0, u)− ζ

(1)
n,i (ξ̂n, u)

)
ζ
(1)
n,i (ξ̂n, u) (1 + op (1)) .

Write wn,i ≡ ζ
(1)
n,i (ξ̂n, u) − ζ

(1)
n,i (ξ0, u). Use DNn(−w) = DNn(w), and the triangle inequality to deduce:

n

k
1/2
n

E
[
INn

(
ζ
(1)
n,i (ξ̂n, u)

)
− INn

(
ζ
(1)
n,i (ξ0, u)

)]
=

n

k
1/2
n

E [DNn (wn,i)wn,i (1 + op (1))] .

Let δ(·) be the delta Dirac function, hence
∫∞
−∞ δ(w)F (w)dw = F (0) for any continuous function F : R →

R. Moreover, by the Laplace approximation
∫∞
−∞DN (w)F (w)dw = F (0) + O(1/N ) (e.g. Phillips, 1995,

p. 920). Hence, by dominated convergence (n/k
1/2
n )E[DNn (wn,i)wn,i(1 + op(1))] = O(nk

−1/2
n N−1

n ) =

o(1) for any choice of {Nn} such that Nn/(n/k
1/2
n ) → ∞. QED.
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Lemma A.3 Let Assumptions A3 hold. Define I(w) ≡ I(w > 0), IN (w) ≡
∫∞
−∞ I (v) S(N (v − w))N e−v2/N 2

dv

where S is the function (A.11), and N > 0. Let DN (w) ≡ (N/π)1/2e−Nw2
.

a. |IN (w) − I(w)| ≤ K|w|ιN−ι + K/N for any ι ∈ (0, 1).

b. Let ϖi be an Lp-bounded random variable, and let u0, u1 ∈ R. Then
∑n

i=1ϖiDNn(|Zi| + uocne
u1/k

1/2
n )

= Op(1/N ι
n) for some sequence {Nn}.

Proof.

Claim (a). By construction of S(·) and a change of variables:

IN (w) =

∫ w+1/N

w−1/N
I (v)S (N (v − w))N e−v2/N 2

dv =

∫ 1

−1
I (w + u/N ) S (u) e−(w+u/N )2/N 2

du.

Apply the Laplace approximation to the final integral to deduce IN (w) = I (w) e−w2/N 2
+ O(1/N ). See

also Phillips (1995, eq. (24)). Now expand e−w2/N 2
around 1/N 2 = 0: use derivative property (A.5)

to yield e−w2/N 2 − 1 = −e−w2/N 2
w2/N 2 + o(1/N 2). Further, e−w2/N 2

w2N−2 ≤ |w/N|ι for any ι ∈
(0, 1).18 Therefore |I (w) e−w2/N 2 − I (w) | ≤ K|w|ιN−ι + o(1/N 2). Combining results, we have shown

|IN (w) − I (w) | ≤ K|w|ιN−ι + o(1/N 2) + O(1/N ) ≤ K|w|ιN−ι + K/N for any ι ∈ (0, 1) as claimed.

Claim (b). Define ζn,i(u) ≡ |Zi| + uocne
u1/k

1/2
n . Assume uo = 1, the general result having a nearly

identical proof. Recall DN (w) ≡ (N/π)1/2e−Nw2
. By supposition ϖi is Lp-bounded for some p > 0. We

may therefore apply Loève and Cauchy-Schwartz inequalities to yield for any tiny r ∈ (0, p/2]:

E

∣∣∣∣∣
n∑

i=1

ϖiDNn (ζn,i(u))

∣∣∣∣∣
r

≤ nN r/2
n E

∣∣∣∣∣∣ ϖi

exp
{
Nnζ2n,i(u)

}
∣∣∣∣∣∣
r

≤ K

n2N r
nE

 1

exp
{
2rNnζ2n,i(u)

}
1/2

.

Boundedness of exp{−|a|} for a ∈ R, and the Cauchy-Schwartz inequality, imply:

E

[
1

exp
{
2rNnζ2n,i(u)

}] = E

[
1

exp
{
2rNnζ2n,i(u)

}I (|ζn,i(u)| >
1

N 1/4
n

)]
+ E

[
1

exp
{
2rNnζ2n,i(u)

}I (|ζn,i(u)| ≤
1

N 1/4
n

)]

≤ 1

exp
{
2rN 1/2

n

} +KP

(
|ζn,i(u)| ≤

1

N 1/4
n

)1/2

.

The A3 distribution properties imply Zi has a density function fZ that satisfies fZ(x) → 0 as |x| → ∞.

By a first order expansion it therefore follows that there exists an a∗ ∈ [−1, 1] such that:

P

(
|ζn,i(u)| ≤

1

N 1/4
n

)
=

∣∣∣∣∣P
(
Zi ≥ cne

u1/k
1/2
n − 1

N 1/4
n

)
− P

(
Zi ≥ cne

u1/k
1/2
n +

1

N 1/4
n

)∣∣∣∣∣
≤ K

1

N 1/4
n

f

(
Zi ≥ cne

u1/k
1/2
n − a∗

1

N 1/4
n

)
= o

(
1

N 1/4
n

)
.

18Note ln(e−w2/N2

w2N−2/|wN−1|ι) = −w2/N 2 + (1 − ι/2) ln(w2/N 2). If the latter term is negative for ι ∈ (0, 1) then

e−w2/N2

w2N−2 ≤ |w/N|ι. The maximum of −x +y ln(x) with respect to x is achieved at x = y, while −y+ y ln(y) ≤ 0 for
y ≤ e. Finally, y = 1 − ι/2 ≤ 1 for all ι ∈ (0, 1).
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Therefore E[exp{−2rNnζ
2
n,i(u)}] = o(N−1/4

n ), which implies E|
∑n

i=1ϖiDNn(ζn,i(u))|r = o(n/N (1/8−r/2)
n ).

Since r is tiny, n/N (1/8−r/2)
n = O(1/N rι

n ) for tiny ι > 0 and an appropriate choice of {Nn}. Therefore∑n
i=1ϖiDNn(ζn,i(u)) = Op(1/N ι

n) by Markov’s inequality. QED.

Lemma A.4 Recall θ0 = 0, ξ ≡ [γ′, θ]′ and Zi(ξ) ≡ Zi(γ) − θ. Let Assumptions A3, and B1-B3 hold.

a. For any Lp-bounded ζi, p > 0: σ−1
n n−1/2

∑n
i=1 |ζi| × |I(|Zi(ξ̂n)| < Z(a)

(kn)
(ξ̂n)) − I(|Zi| < cn)| = op(1).

b. σ−1
n n−1/2

∑n
i=1 Zi(γ̂n){I(|Zi(ξ̂n)| < Z(a)

(kn)
(ξ̂n)) − I(|Zi| < cn)} = op(1).

Proof.

Claim (a). Define An ≡ 1/n
∑n

i=1 |ζi| × |I(|Zi(ξ̂n)| < Z(a)
(kn)

(ξ̂n)) − I(|Zi| < cn)|. We use the gener-

alized function notation in the proof of Lemma A.2.b. Define I(w) ≡ I(w < 0). The regular sequence

for An is

ANn,n =
1

n

n∑
i=1

|ζi| ×
∣∣∣INn

(∣∣∣Zi(ξ̂n)
∣∣∣−Z(a)

(kn)
(ξ̂n)

)
− INn (|Zi| − cn)

∣∣∣
where {Nn} is a sequence of positive finite integers, Nn → ∞ as n → ∞.

Step 1. We first prove (n1/2/σn)|ANn,n − An|
p→ 0, hence we can work with ANn,n. Observe:

n1/2

σn
|ANn,n −An| ≤ 1

σnn1/2

n∑
i=1

∣∣∣ζi {INn

(∣∣∣Zi(ξ̂n)
∣∣∣−Z(a)

(kn)
(ξ̂n)

)
− I

(∣∣∣Zi(ξ̂n)
∣∣∣−Z(a)

(kn)
(ξ̂n)

)}∣∣∣
+

1

σnn1/2

n∑
i=1

|ζi {INn (|Zi| − cn)− I (|Zi| − cn)}| = B1,Nn +B2,Nn .

Use Lemma A.3.a, and ||x| − |y|| ≤ |x − y|, to deduce for tiny ι > 0:

B1,Nn =
1

σnn1/2

n∑
i=1

∣∣∣ζi {INn

(∣∣∣Zi(ξ̂n)
∣∣∣−Z(a)

(kn)
(ξ̂n)

)
− I

(∣∣∣Zi(ξ̂n)
∣∣∣−Z(a)

(kn)
(ξ̂n)

)}∣∣∣
≤ 1

σnn1/2N ι
n

n∑
i=1

|ζi| ×
{∣∣∣Zi(ξ̂n)−Z(a)

(kn)
(ξ̂n)

∣∣∣ι}+K/Nn.

Observe by Minkowski’s inequality:(
n∑

i=1

|ζi| ×
∣∣∣Zi(ξ̂n)−Z(a)

(kn)
(ξ̂n)

∣∣∣ι (1 + op(1))

)1/ι

≤

(
n∑

i=1

|ζi| × |Zi(γ̂n)− Zi|ι
)1/ι

+

(
n∑

i=1

|ζi| × |Zi|ι
)1/ι

+

(
n∑

i=1

|ζi|

)1/ι{∣∣∣∣∣ 1n
n∑

i=1

Zi

∣∣∣∣∣+ Z(a)
(kn)

(ξ̂n)

}
.

By supposition |ζi| × |Zi|ι is Lp-bounded for tiny p > 0. Now apply Loève’s inequality: E[(
∑n

i=1 |ζi| ×
|Zi|ι)p] ≤ n and E[(

∑n
i=1 |ζi|)p] ≤ n, hence

∑n
i=1 |ζi| × |Zi|ι and

∑n
i=1 |ζi| are Op(n

1/p) by Markov’s

inequality. Further, 1/n
∑n

i=1 Zi = Op(Ln/n
1−1/min{κ,2}) by (A.3) for slowly varying Ln, Z(a)

(kn)
(ξ̂n) =
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cn(1 + Op(1/k
1/2
n )) by Lemma A.1, and cn = K(n/kn)

1/κ by (A.2). Moreover, by a first order expansion

around γ0:

n∑
i=1

|ζi| × |Zi(γ̂n)− Zi|ι ≤
n∑

i=1

|ζi| ×

∣∣∣∣∣supγ∈Γ

{
|hi(γ)Zi(γ)| ×

∥∥∥∥ ∂

∂γ
pi(γ)

∥∥∥∥}
∣∣∣∣∣
ι

× ∥γ̂n − γ0∥ι .

Estimator property B2 implies ||γ̂n − γ0||ι =Op(1/n
ι/2), and B3(i) states supγ∈Γ{|hi(γ)Zi(γ)|×||(∂/∂γ)pi(γ)||}

is Lp-bounded for tiny p > 0. Apply Loève and Markov inequalities again to yield
∑n

i=1 |ζi| × |Zi(γ̂n) −
Zi|ι = Op(n

1/p−ι/2). This proves

n∑
i=1

|ζi|×
∣∣∣Zi(ξ̂n)−Z(a)

(kn)
(ξ̂n)

∣∣∣ι = {Op

(
n1/(ιp)−ι

)
+Op

(
n1/(ιp)

)
+Op

(
n1/(ιp)(n/kn)

1/κ
)}ι

= Op

(
n1/p+ι/κ

)
.

Now use lim infn→∞ σn > 0 to deduce there exists some sequence {Nn}, Nn/n
(1/p−1/2+ι/κ)/ι → ∞, such

that: B1,Nn = Op(n
1/p−1/2+ι/κ/N ι

n +K/Nn) = op(1). A similar argument can be applied to B2,Nn .

Step 2. It remains to show (n1/2/σn)ANn,n
p→ 0. Observe Zi(ξ̂n) = Zi(γ̂n) − 1/n

∑n
i=1 Zi(γ̂n), and

||x| − |y|| ≤ |x − y|. By the definition of a derivative, and triangle and Cauchy-Schwartz inequalities:∣∣∣∣∣n1/2

σn
ANn,n

∣∣∣∣∣ ≤ 1

n1/2σn

n∑
i=1

|ζi|DNn (|Zi| − cn) |Zi(γ̂n)− Zi| × (1 +R1,n,i)

+
1

n1/2σn

n∑
i=1

|ζi|DNn (|Zi| − cn)×

∣∣∣∣∣ 1n
n∑

i=1

{Zi(γ̂n)− Zi}

∣∣∣∣∣× (1 +R2,n)

+
1

n1/2σn

n∑
i=1

|ζi|DNn (|Zi| − cn)×

∣∣∣∣∣ 1n
n∑

i=1

Zi

∣∣∣∣∣× (1 +R3,n)

+
cn

n1/2σn

n∑
i=1

|ζi|DNn (|Zi| − cn)×

∣∣∣∣∣∣
Z(a)
(kn)

(ξ̂n)

cn
− 1

∣∣∣∣∣∣× (1 +R4,n) ,

where R1,n,i
p→ 0 as |Zi(γ̂n) − Zi|

p→ 0, R2,n
p→ 0 as |1/n

∑n
i=1{Zi(γ̂n) − Zi}|

p→ 0, R3,n
p→ 0 as

|1/n
∑n

i=1 Zi|
p→ 0, and R4,n

p→ 0 as |Z(a)
(kn)

(ξ̂n)/cn − 1
p→ 0.

Define Ai ≡ supγ∈Γ{|hi(γ)Zi(γ)| × ||(∂/∂γ)pi(γ)||}. A first order expansion leads to |Zi(γ̂n) − Zi| ≤
Ai × ||γ̂n − γ0||, where Ai is Lp-bounded under B3(i) and ||γ̂n − γ0|| = Op(1/n

1/2) by B2. Therefore

each summand with DNn(|Zi| − cn) is Op(1/N ι
n) for small ι > 0 by Lemma A.3.b. Further, 1/n

∑n
i=1 Zi

= op(1) by (A.3), and |Z(a)
(kn)

(ξ̂n)/cn − 1| = Op(1/k
1/2
n ) by Lemma A.1 and cn = Op(n

1/κ) from (A.2).

Finally, 1/n
∑n

i=1Ai = Op(n
1/ι−1) from (A.18). It follows that the first four terms are op(1) for some

choice of {Nn}.

Claim (b). Write:

1

σnn1/2

n∑
i=1

Zi(γ̂n)
{
I
(∣∣∣Zi(ξ̂n)

∣∣∣ < Z(a)
(kn)

(ξ̂n)
)
− I (|Zi| < cn)

}
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=
1

σnn1/2

n∑
i=1

{Zi(γ̂n)− Zi}
{
I
(∣∣∣Zi(ξ̂n)

∣∣∣ < Z(a)
(kn)

(ξ̂n)
)
− I (|Zi| < cn)

}
+

1

σnn1/2

n∑
i=1

Zi

{
I
(∣∣∣Zi(ξ̂n)

∣∣∣ < Z(a)
(kn)

(ξ̂n)
)
− I (|Zi| < cn)

}
.

The second term is op(1) by claim (a). The first term is not larger than:

K
1

σnn1/2

n∑
i=1

sup
γ∈Γ

{
|hi(γ)Zi(γ)| ×

∥∥∥∥ ∂

∂γ
pi(γ)

∥∥∥∥} ∣∣∣I (∣∣∣Zi(ξ̂n)
∣∣∣ < Z(a)

(kn)
(ξ̂n)

)
− I (|Zi| < cn)

∣∣∣× ∥γ̂n − γ0∥ .

Since supγ∈Γ{|hi(γ)Zi(γ)| × ||(∂/∂γ)pi(γ)||} is Lp-bounded, the first term is op(1) by claim (a). QED.

Lemma A.5 Under A3, B1, B2 1/n
∑n

i=1(∂/∂γ)Zi(γ̂n)I(|Zi| < cn) = E[(∂/∂γ)ZiI(|Zi| < cn)](1 +

op(1)).

Proof. By construction

∂

∂γ
Zi(γ) =

(
Di(γ)− pi(γ)

pi(γ) (1− pi(γ))

)2 ∂

∂γ
pi(γ)Yi(γ) = −hi(γ)

∂

∂γ
pi(γ)Zi(γ) = −Si(γ)Zi(γ),

say. Define an,i(γ) ≡ Si(γ)Zi(γ)I(|Zi| < cn). It suffices to prove supγ∈Γ |1/n
∑n

i=1 an,i(γ) − E[an,i(γ)](1

+ op(1))|
p→ 0 where op(1) may be a function of Γ, and E[an,i(γ̂n)] = E[an,i](1 + o(1)). The latter follows

from continuity of E[an,i(γ)] on Γ, and γ̂n
p→ γ0 under B2. Now turn to the required ULLN.

Step 1 (pointwise LLN). If an,j(γ) is uniformly integrable then 1/n
∑n

j=1 an,j(γ)−E[an,j(γ)]
p→ 0 by

Theorem 2 in Andrews (1988). Otherwise, assume without loss of generality that lim infn→∞ |E[an,j(γ)]|
> 0. Then zn,j(γ) ≡ an,j(γ)/E[an,j(γ)] − 1 is integrable, independent, and identically distributed over

1 ≤ j ≤ n. Let i ≡ −1. The characteristic function of 1/n
∑n

j=1 zn,j(γ) is E[exp{iλn−1
∑n

i=1 zn,i(γ)}]
= (E[exp {iλzn,j(γ)/n}])n. Since E[zn,j(γ)] = 0 it follows that (∂/∂λ)E[exp {iλzn,j(γ)/n}]|λ=0 = 0.

Therefore E[exp{iλn−1
∑n

i=1 zn,i(γ)}] = (1 + 0 + o(1/n))n → 1 as n → ∞, hence n−1
∑n

i=1 zn,i(γ)
d→ 0,

which implies n−1
∑n

i=1 zn,i(γ)
p→ 0, Therefore |1/n

∑n
j=1 an,j(γ) − E[an,j(γ)](1 + op(1))|

p→ 0.

Step 2 (ULLN). We first need two preliminary ULLN’s. µ∗
n,i(γ) ≡ |zn,i(γ)|/ supγ∈Γ{E|zn,i(γ)|}

is uniformly L1-bounded on compact Γ, hence it belongs to a separable Banach space. This implies

the L1-bracketing numbers satisfy N[ ](ε,Γ, || · ||1) < ∞ (see Proposition 7.1.7 in Dudley, 1999). By

the Step 1 LLN, 1/n
∑n

i=1(µ
∗
n,i(γ) − E[µ∗

n,i(γ)])
p→ 0. Hence the first ULLN supγ∈Γ |1/n

∑n
i=1{µ∗

n,i(γ)

− E[µ∗
n,i(γ)]}|

p→ 0 follows from Theorem 7.1.5 of Dudley (1999). Now replace z∗n,i(γ) with g∗n,i(γ) ≡
|z∗n,i(γ)|/E|z∗n,i(γ)| and invoke the first ULLN to obtain the second ULLN: supγ∈Γ 1/n

∑n
i=1{g∗n,i(γ) −

E[g∗n,i(γ)]}| = op(supγ∈Γ |E[g∗n,i(γ)]|)
p→ 0. Finally, for any δ > 0 define

rn(γ, δ) ≡
1

n

n∑
i=1

z∗n,i(γ)− E
[
z∗n,i(γ)

]
∣∣∣E [z∗n,i(γ)]∣∣∣+ δ



∣∣∣E [z∗n,i(γ)]∣∣∣+ δ − 1∣∣∣E [z∗n,i(γ)]∣∣∣+ δ


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By a generalization of the second ULLN supγ∈Γ |rn(γ, δ)| = op(1). Hence, by construction:

sup
γ∈Γ

∣∣∣∣∣ 1n
n∑

i=1

{
z∗n,i(γ)− E

[
z∗n,i(γ)

]
− rn(γ, δ)×

(∣∣E [z∗n,i(γ)]∣∣+ δ
)}∣∣∣∣∣ = sup

γ∈Γ

∣∣∣∣∣ 1n
n∑

i=1

{
z∗n,i(γ)− E

[
z∗n,i(γ)

]∣∣E [z∗n,i(γ)]∣∣+ δ

}∣∣∣∣∣ p→ 0.

Now use supγ∈Γ |rn(γ, δ)| = op(1) to yield

sup
γ∈Γ

∣∣∣∣∣ 1n
n∑

i=1

{
z∗n,i(γ)− E

[
z∗n,i(γ)

]
− rn(γ, δ)×

(∣∣E [z∗n,i(γ)]∣∣+ δ
)}∣∣∣∣∣

= sup
γ∈Γ

∣∣∣∣∣ 1n
n∑

i=1

{
z∗n,i(γ)− E

[
z∗n,i(γ)

]
(1 + op (1))

}
− op (1)

∣∣∣∣∣ p→ 0

where each op(1) depends on Γ. Hence supγ∈Γ |1/n
∑n

i=1{z∗n,i(γ) − E[z∗n,i(γ)](1 + op (1))}|
p→ 0. QED.

B Appendix: Proofs of Main Results

Recall θ = 0, and:

Z
(a)
i (γ) ≡ |Zi(γ)| , and Z

(a)
(1) (γ) ≥ Z

(a)
(2) (γ) ≥ · · · ≥ Z

(a)
(n)(γ)

Ẑn,i(γ) ≡ Zi(γ)−
1

n

n∑
j=1

Zj(γ), Ẑ
(a)
n,i (γ) ≡

∣∣∣Ẑn,i(γ)
∣∣∣ , and Ẑ

(a)
n,(1)(γ) ≥ Ẑ

(a)
n,(2)(γ) ≥ · · · ≥ Ẑ

(a)
n,(n)(γ).

Proof of Theorem 3.1.

Claim (a) Recall θ0 = 0. By B2 wi ∈ Rq is the zero mean, finite variance iid variable that satisfies
√
n(γ̂n − γ0) = 1/

√
n
∑n

i=1wi(1 + op(1)). We use the following definitions from Section 3:

Dn ≡ −E

[
∂

∂γ
pihiZiI (|Zi| < cn)

]
and Bn ≡ E [ZiI (|Zi| ≥ cn)]

σ2
n ≡ E

[
{ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)]}2

]
ϑn,i ≡ ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)] +D′

nwi

V2
n ≡ E

[
ϑ2
n,i

]
= σ2

n + 2E
[
{ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)]}w′

i

]
Dn +D′

nE
[
wiw

′
i

]
Dn.

Apply Lemma A.4 with Vn ∼ Kσn by (b), and use Bn = E[Zi(I|Zi| ≥ cn)] = −E[Zi(I|Zi| < cn)] to

obtain:

n1/2

Vn

(
θ̂(tz)n (γ̂n) + Bn

)
=

n1/2

Vn

1

n− kn

n∑
i=1

{Zi(γ̂n)I (|Zi| < cn)− E [ZiI (|Zi| < cn)]}+ op(1).

By the mean value theorem, γ̂n
p→ γ0, and Lemma A.5:

n1/2

Vn

(
θ̂(tz)n (γ̂n) + Bn

)
=

n1/2

Vn

1

n− kn

n∑
i=1

{ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)]}+ op(1)

36



+
n1/2

Vn
E

[
∂

∂γ
ZiI (|Zi| < cn)

]′
(γ̂n − γ0) + op(1),

where

E

[
∂

∂γ
ZiI (|Zi| < cn)

]
= −E

[(
Di

p2i
+

1−Di

(1− pi)
2

)
∂

∂γ
piYiI (|Zi| < cn)

]
= −E

[(
Di − pi

pi (1− pi)

)2 ∂

∂γ
piYiI (|Zi| < cn)

]
= −E

[
hi

∂

∂γ
piZiI (|Zi| < cn)

]
= Dn.

Now use asymptotic linearity B2 for n1/2(γ̂n − γ0) to yield:

n1/2

Vn

(
θ̂(tz)n (γ̂n) + Bn

)
=

n1/2

Vn

(
1

n

n∑
i=1

{ZiI (|Zi| < cn)− E [ZiI (|Zi| < cn)]}+D′
n

1

n

n∑
i=1

wi

)
(1 + op(1))

=
1

Vn

1

n1/2

n∑
i=1

ϑn,i (1 + op(1)) .

ϑn,i/Vn is iid across i ∈ {1, ..., n}, E[ϑn,i/Vn] = 0, and E[(ϑn,i/Vn)
2] = 1. Thus, if we demonstrate

V−1
n n−1/2

∑n
i=1 ϑn,i satisfies the Lindeberg condition then the claim follows by the Lindeberg central

limit theorem.

The iid property implies for ε > 0:

n∑
i=1

E

[(
ϑn,i

Vnn1/2

)2

I

(
|ϑn,i|
Vnn1/2

> ε

)]
= E

[
ϑ2
n,i

V2
n

I

(
|ϑn,i|
Vn

> εn1/2

)]
=

∫ ∞

ε2n
P

(
|ϑn,i|
Vn

> u1/2
)
du. (B.1)

Sub-additivity and |D′
nwi| ≤ ||Dn|| × ||wi|| imply:∫ ∞

ε2n

P

(
|ϑn,i|
Vn

> u1/2

)
du ≤

∫ ∞

ε2n

P

(
|Zi| I (|Zi| < cn)

Vn
>

u1/2

3

)
du+

∫ ∞

ε2n

P

(
|E [ZiI (|Zi| < cn)]|

Vn
>

u1/2

3

)
du

+

∫ ∞

ε2n

P

(
∥wi∥ >

∥Vn∥
3 ∥Dn∥

u1/2

)
du.

Assumption A5 states lim infn→∞ Vn > 0, while |E[ZiI(|Zi| < cn)]| ≤ E|Zi|| < ∞. Hence, for all n ≥ Nε

and some Nε ≥ 1 that depends on ε:

∫ ∞

ε2n
P

(
|E [ZiI (|Zi| < cn)]|

Vn
>

u1/2

3

)
du ≤

∫ ∞

ε2n
P
(
E |Zi| > Ku1/2

)
du =

∫ ∞

ε2n
I
(
E |Zi| > Ku1/2

)
du = 0.

(B.2)

Next, ||Dn|| = O(σn) and therefore V2
n ∼ Kσ2

n are shown in (b), hence lim infn→∞ ||Vn||/||Dn|| > 0.

Furthermore, ||wi|| satisfies the Lindeberg condition because it is iid and square integrable. Therefore,

for any ε > 0: ∫ ∞

ε2n
P

(
∥wi∥ >

∥Vn∥
3 ∥Dn∥

u1/2
)
du ≤

∫ ∞

ε2n
P
(
∥wi∥ > Ku1/2

)
du → 0. (B.3)
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Finally, in (b) we prove V2
n ∼ Kσ2

n for some K > 0, with K = 1 if E[Z2
i ] = ∞. If E[Z2

i ] < ∞ then V2
n

∼ Kσ2
n → KE[Z2

i ] > 0 and E[Z2
i I(|Zi| > εn1/2)] =

∫∞
ε2n P (Z2

i > u)du → 0 for any ε > 0 hence:

∫ ∞

ε2n

P

(
|Zi| I (|Zi| < cn)

Vn
>

u1/2

3

)
du ≤

∫ ∞

ε2n

P
(
Z2
i > KE

[
Z2
i

]
u
)
du =

1

KE [Z2
i ]

∫ ∞

KE[Z2
i ]ε

2n

P
(
Z2
i > v

)
dv → 0

If E[Z2
i ] = ∞ then use V2

n ∼ σ2
n and a change of variables to write

∫ ∞

ε2n
P

(
|Zi| I (|Zi| < cn)

Vn
>

u1/2

3

)
du ∼

∫ 9c2n/σ
2
n

ε2n
P

(
Z2
i >

σ2
n

9
u

)
du =

9

σ2
n

∫ 9c2n/σ
2
n

ε2n
P
(
Z2
i > v

)
dv.

The variance σ2
n is characterized by Karamata’s Theorem under A3(ii) (Resnick, 1987, Theorem 0.6):19

E [|Zi|κ I (|Zi| ≤ cn)] ∼ d {ln (n)− ln (kn)} ∼ d ln (n) (B.4)

E [|Zi|p I (|Zi| ≤ cn)] ∼
p

p− κ
cpnP (|Zi| > cn) ∼

p

p− κ
dp/κ

(
n

kn

)p/κ−1

∀p > κ.

The A3 power law property implies by construction c2n ∼ K(n/kn)
2/κ with tail index κ ∈ (1, 2], and by

Karamata’s Theorem σ2
n ∼ (2/(2 − κ))c2nP (|Zi| > cn), hence c2n/σ

2
n ∼ K/P (|Zi| > cn) = Kn/kn = o(n).

Therefore,
∫ 9c2n/σ

2
n

ε2n
P (Z2

i > v)dv = 0 for all n ≥ Nε and some Nε ≥ 1 that depends on ε, hence:∫ ∞

ε2n

P

(
|Zi| I (|Zi| < cn)

Vn
> Ku1/2

)
→ 0. (B.5)

Together, (B.1)-(B.5) imply the Lindeberg condition holds:

lim
n→∞

E

[
ϑ2
n,i

V2
n

I

(
|ϑn,i|
Vn

> εn1/2

)]
= lim

n→∞

∫ ∞

ε2n
P (ϑ2

n,i/V2
n > u)du = 0 ∀ε > 0. (B.6)

Claim (b). By construction of V2
n ≡ E[ϑ2

n,i], the A5 bound lim infn→∞ V2
n > 0, and lim infn→∞ σ2

n >

0 given non-degeneracy and cn → ∞, we need only prove Dn = O(σn), and Dn = o(σn) when E[Z2
i ] =

∞. This will prove V2
n ∼ Kσ2

n. Since ϑn,i is the L2 metric projection residual of the demeaned infeasible

ZiI(|Zi − θ| < cn) on the score, it must be the case that K ∈ (0, 1], cf. Graham (2011).

Under B3(ii) each (∂/∂γi)pihi is L2+ι-bounded for some tiny ι > 0. Therefore, by Holder’s inequality:

∣∣∣∣E [ ∂

∂γi
pihiZiI (|Zi| < cn)

]∣∣∣∣ ≤

(
E

[∣∣∣∣ ∂

∂γi
pihi

∣∣∣∣2+ι
]) 1

2+ι (
E
[
|Zi|

2+ι
1+ι I (|Zi| < cn)

]) 1+ι
2+ι

= Ki

(
E
[
|Zi|

2+ι
1+ι I (|Zi| < cn)

]) 1+ι
2+ι ≡ mi,n(ι),

say, where Ki < ∞. It suffices to prove mi,n(ι) = O(σn), and mi,n(ι) = o(σn) when E[Z2
i ] = ∞. In view

of (2 + ι)/(1 + ι) < 2, Lyapunov’s inequality suffices for mi,n(ι) ≤ (E[Z2
i I(|Zi| < cn)])

1/2 = σn.

19Note that for any finite a > 0 and some K(a) > 0 we have E[|Zi|κI(|Zi| ≤ cn)] = K(a) +
∫ cκn
a

P (|Zi| ≥ u1/κ)du ∼ K(a)

+ d
∫ cκn
a

u−1du = K(a) + d(ln(cκn) − ln(a)). Now use cκn = d(n/kn) and kn = o(n) to deduce E[|Zi|κI(|Zi| ≤ cn)] ∼ d{ln(n)
− ln(kn)} ∼ d ln(n).
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Now suppose E[Z2
i ] = ∞ (i.e. κ ≤ 2). If κ > (2 + ι)/(1 + ι) then σ2

n → ∞ and mi,n(ι) = O(1) = o(σn).

If κ = (2 + ι)/(1 + ι) then use Karamata theory (B.4) to get mi,n(ι) ∼ K ln(n) and σn ∼ K(n/kn)
1/κ−1/2,

hence mi,n(ι) = o(σn). Finally, if κ < (2 + ι)/(1 + ι) then mi,n(ι) ∼ K(n/kn)
1/κ−(1+ι)/(2+ι) and σn ∼

K(n/kn)
1/κ−1/2 by (B.4), hence mi,n(ι) = o(σn).

Claim (c). Since V2
n ∼ Kσ2

n, it suffices to inspect (n1/2/σn)Bn. If Zi is symmetric about zero then Bn

= 0, so let Zi have an asymmetric distribution. Under power law A3(ii), and by threshold construction

(9), we have

cn ∼ d1/κ (n/kn)
1/κ . (B.7)

The claim follows from (B.4) in the infinite variance case, (B.7), and bias formula (12). Together, we have

the following. If κ > 2 then σ2
n → (0,∞) hence (n1/2/σn)Bn ∼ Kn1/2(kn/n)cn ∼ Kn1/2(kn/n)

1−1/κ =

Kk
1−1/κ
n /n1/2−1/κ. Therefore as long as kn/ ln(n) → 0 then kn/n

(κ−2)/(2(κ−1)) → 0 for any κ > 2,

hence n1/2Bn = Kk
1−1/κ
n /n1/2−1/κ → 0. Similarly, if κ = 2 then σ2

n ∼ K ln(n) hence (n1/2/σn)Bn

∼ k
1−1/2
n /((ln(n))1/2n1/2−1/2) = (kn/ ln(n))

1/2 → 0. Finally, if κ < 2 then σ2
n ∼ Kc2n(kn/n) hence

(n1/2/σn)Bn ∼ Kn1/2(kn/n)cn/(c
2
n(kn/n))

1/2 = Kk
1/2
n → ∞. QED.

Proof of Lemma 3.2. Claim (a) follows from trimming negligibility, finite variance, and Theorem

3.1. Invoke (B.7) and (B.4) for (b). QED.

Proof of Lemma 3.3. Define left and right tail quantile functions (where 0 ≤ u ≤ 1):

Q1(u) ≡ inf {c ≥ 0 : P (Zi ≤ −c) ≥ u} and Q2(u) ≡ inf {c ≥ 0 : P (Zi ≥ c) ≥ u} .

Under power law (5), Qi(u) = d
1/κi

i u−1/κi as u → 0. Now use threshold construction (B.7) to deduce:

E [ZiI (|Zi| > cn)] = E [ZiI (|Zi| > cn)] =

(∫ kn/n

0
Q2(u)du−

∫ kn/n

0
Q1(u)du

)
(B.8)

∼
∫ kn/n

0
d
1/κ2

2 u−1/κ2du−
∫ kn/n

0
d
1/κ1

1 u−1/κ1du

= d
1/κ2

2

(
κ2

κ2 − 1

)(
kn
n

)1−1/κ2

− d
1/κ1

1

(
κ1

κ1 − 1

)(
kn
n

)1−1/κ1

.

This proves bias approximation (12) given Bn ≡ (n/(n − kn))E[ZiI(|Zi| > cn)]. QED.

Proof of Theorem 3.4. Recall θ0 = 0. We will prove n1/2V−1
n (θ̂

(tz)
n (γ̂n) + B̂n(γ̂n))

d→ N(0, 1). Then

n1/2V−1
n (θ̂

(tz)
n (γ̂n) + B̂n(γ̂n.ϕ

∗
n))

d→ N(0, 1) in view of mn(ϕ) = [ϕmn] and mn/kn → ∞ by arguments in

Hill (2015, Theorems 2.1 and 2.2). The proof of n1/2V−1
n θ̂

(tz:o)
n

d→ N(0, 1) follows similarly.

In view of n1/2V−1
n (θ̂

(tz)
n (γ̂n) + Bn)

p→ N(0, 1) and V2
n ∼ Kσ2

n by Theorem 3.1.a,b, we need only prove

n1/2σ−1
n (B̂n(γ̂n) − Bn)

p→ 0. Define

B̊n ≡ n

n− kn

{
d
1/κ2

2

(
κ2

κ2 − 1

)(
kn
n

)1−1/κ2

− d
1/κ1

1

(
κ1

κ1 − 1

)(
kn
n

)1−1/κ1
}
.

Under power law A3′, arguments in Peng (2001, proof of Theorem 1) verify that n1/2σ−1
n (B̊n − Bn) =
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o(1). We now use B̊n in the remainder of the proof.

It remains to prove
n1/2

σn

(
B̂n(γ̂n)− B̊n

)
p→ 0. (B.9)

Write κ̂mn,i = κ̂mn,i(γ̂n) and d̂mn,i = d̂mn,i(γ̂n). The left or right tail bias components of n1/2σ−1
n (B̂n(γ̂n)

− B̊n) are, up to the scale n/(n − kn) ≈ 1:

n1/2

σn

{
d̂
1/κ̂mn,i

mn,i

(
κ̂mn,i

κ̂mn,i − 1

)(
kn
n

)1−1/κ̂mn,i

− d
1/κi

i

(
κi

κi − 1

)(
kn
n

)1−1/κi
}
.

The tail exponent limit theory for a filtered process developed in Hill (2014, Theorem 2.1), and detailed

in Step 1 of the proof of Lemma A.4, along with γ̂n = γ0 + O(1/n1/2) by B2, implies κ̂mn,i = κi +

Op(1/m
1/2
n ) and d̂

1/κ̂mn,i

mn,i
/d

1/κi

i = 1 + Op(1/m
1/2
n ). By Karamata theory if κ ≡ min{κ1, κ2} = 2 then σ2

n

∼ d ln(n) and if κ < 2 then σ2
n ∼ K(n/kn)

2/κ−1, and by A3′ kn = o(ln(n)) and mn/kn → ∞. By the

mean-value-theorem, it therefore follows (kn/n)
1−1/κ̂mn,i − (kn/n)

1−1/κi = Op((kn/n)
1−1/κm

−1/2
n ln (n)).

Hence

n1/2

σn

{(
kn
n

)1−1/κ̂mn,i

−
(
kn
n

)1−1/κi
}

=
n1/2

σn
×Op

((
kn
n

)1−1/κ ln (n)

m
1/2
n

)

=


Op

(
n1/2 k

1/2
n

n1/2

(
kn
n

)1/2−1/κ ln(n)

m
1/2
n

)
= Op

(
k
1/2
n

m
1/2
n

(
kn
n

)1/2−1/κ
ln (n)

)
= op (1) if κ > 2

Op

(
n1/2

ln(n)

(
kn
n

)1−1/2 ln(n)

m
1/2
n

)
= Op

((
kn
mn

)1/2)
= op (1) if κ = 2

Op

(
n1/2(kn/n)

1−1/κ

(n/kn)1/κ−1/2

ln(n)

m
1/2
n

)
= op (1) if κ < 2

Similarly

n1/2

σn

(
d̂
1/κ̂mn,i

mn,i
− d

1/κi

i

)(kn
n

)1−1/κi

=
n1/2

σn
×Op

(
1

m
1/2
n

(
kn
n

)1−1/κ
)

=


Op

(
n1/2

m
1/2
n

(
kn
n

)1−1/κ
)
= Op

((
kn
n

)1/2−1/κ k
1/2
n

m
1/2
n

)
= op(1) if κ > 2

Op

(
n1/2

ln(n)
1

m
1/2
n

(
kn
n

)1−1/2
)
= Op

(
1

ln(n)
k
1/2
n

m
1/2
n

)
= op(1) if κ = 2

Op

(
n1/2

(n/kn)1/κ−1/2
1

m
1/2
n

(
kn
n

)1−1/κ
)
= Op

(
k
1/2
n

m
1/2
n

)
= op(1). if κ < 2

and thus

n1/2

σn

(
κ̂mn,i

κ̂mn,i − 1
− κi

κi − 1

)(
kn
n

)1−1/κi

=
n1/2

σn
×Op

(
1

m
1/2
n

(
kn
n

)1−1/κ
)

= op(1).

Therefore, after adding and subtracting like terms, it follows

n1/2

σn

{
d̂
1/κ̂mn,i

mn,i

(
κ̂mn,i

κ̂mn,i − 1

)(
kn
n

)1−1/κ̂mn,i

− d
1/κi

i

(
κi

κi − 1

)(
kn
n

)1−1/κi
}
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=
κi

κi − 1

n1/2

σn

(
d̂
1/κ̂mn,i

mn,i
− d

1/κi

i

)(kn
n

)1−1/κi

+
κi

κi − 1

(
d̂
1/κ̂mn,i

mn,i
− d

1/κi

i

) n1/2

σn

{(
kn
n

)1−1/κ̂mn,i

−
(
kn
n

)1−1/κi
}

+
n1/2

σn

(
d̂
1/κ̂mn,i

mn,i
− d

1/κi

i

)( κ̂mn,i

κ̂mn,i − 1
− κi

κi − 1

)(
kn
n

)1−1/κi

+
n1/2

σn

(
d̂
1/κ̂mn,i

mn,i
− d

1/κi

i

)( κ̂mn,i

κ̂mn,i − 1
− κi

κi − 1

){(
kn
n

)1−1/κ̂mn,i

−
(
kn
n

)1−1/κi
}

+ d
1/κi

i

n1/2

σn

(
κ̂mn,i

κ̂mn,i − 1
− κi

κi − 1

)(
kn
n

)1−1/κi

+ d
1/κi

i

n1/2

σn

(
κ̂mn,i

κ̂mn,i − 1
− κi

κi − 1

){(
kn
n

)1−1/κ̂mn,i

−
(
kn
n

)1−1/κi
}

+
κi

κi − 1
d
1/κi

i

n1/2

σn

{(
kn
n

)1−1/κ̂mn,i

−
(
kn
n

)1−1/κi
}

= op(1).

This proves (B.9) and therefore completes the proof. QED.
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Table 2. Rejection Frequencies (Symmetric Z, known p(X), n= 100, 250)

n = 100

(Y0, Y1, X, U) ∼ Normal

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .011, .052, .102 .013, .052, .099 .010, .053, .103 .011, .052, .101 .011, .051, .103 .012, .051, .104 .013,.048,.109
1 .017, .039, .068 .013, .053, .098 .011, .053, .104 .019, .055, .094 .011, .049, .100 .012, .045, .076 .019,.037,.083
2 .020, .031, .043 .018, .051, .087 .018, .052, .093 .021, .032, .044 .016, .052, .095 .021, .032, .044 .004,.004,.005

(Y0, Y1, X, U) ∼ Laplace

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .010, .049, .096 .010, .052, .101 .008, .052, .104 .010, .051, .099 .011, .050, .100 .011, .048 .099 .009,.046,.103
1 .016, .034, .052 .017, .049, .090 .014, .053, .097 .016, .054, .098 .012, .051, .102 .018, .038, .058 .022,.045,.063
2 .022, .034, .045 .017, .048, .084 .017, .049, .089 .026, .046, .066 .015, .054, .098 .022, .037, .051 .025,.034,.042

(Y0, Y1, X) ∼ Normal, U ∼ Laplace

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .011, .051, .100 .010, .050, .103 .008, .051, .106 .012, .051, .100 .011, .051, .097 .011, .052, .100 .006,.046,.101
1 .013, .050, .098 .013, .049, .099 .010, .050, .104 .013, .051, .101 .011, .051, .101 .014, .054, .097 .009,.047,.089
2 .013, .026, .041 .015, .050, .092 .014, .053, .099 .025, .054, .083 .012, .052, .099 .024, .045, .069 .021,.040,.061

(Y0, Y1, X) ∼ Laplace, U ∼ Normal

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .010, .048, .093 .009, .048, .099 .008, .050, .104 .008, .049, .097 .012, .055, .098 .011, .051, .102 .011,.040,.088
1 .018, .028, .039 .014, .049, .088 .013, .052, .100 .023, .050, .081 .015, .050, .101 .017, .027, .038 .018,.039,.053
2 .020, .030, .040 .017, .047, .082 .018, .052, .093 .020, .030, .040 .018, .051, .088 .020, .030, .041 .021,.035,.043

n = 250

(Y0, Y1, X, U) ∼ Normal

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .001, .053, .100 .011, .052, .104 .001, .053, .107 .011, .051, .101 .010, .050, .103 .010, .053, .100 .006,.051,.100
1 .016, .036, .062 .014, .049, .096 .011, .052, .101 .018, .055, .092 .011, .048, .097 .018, .043, .075 .005,.007,.009
2 .007, .011, .014 .015, .038, .069 .018, .054, .092 .008, .011, .014 .016, .054, .095 .013, .020, .024 .012,.023,.029

(Y0, Y1, X, U) ∼ Laplace

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .010, .050, .100 .009, .050, .104 .007, .051, .104 .010, .049, .104 .009, .052, .099 .001, .050, .100 .010,.055,.101
1 .013, .027, .042 .016, .050, .094 .013, .051, .099 .016, .053, .097 .011, .050, .100 .015, .034, .054 .018,.030,.044
2 .015, .022, .029 .017, .046, .081 .016, .053, .094 .025, .050, .070 .012, .054, .106 .017, .027, .036 .023,.034,.043

(Y0, Y1, X) ∼ Normal, U ∼ Laplace

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .011, .052, .099 .012, .052, .100 .010, .054, .102 .011, .051, .098 .012, .048, .097 .011, .051, .104 .011,.032,.098
1 .012, .048, .098 .010, .052, .103 .007, .051, .107 .011, .049, .099 .012, .052, .100 .010, .051, .095 .015,.054,.095
2 .017, .034, .054 .016, .049, .095 .014, .051, .100 .023, .052, .089 .012, .049, .102 .020, .040, .065 .017,.033,.042

(Y0, Y1, X) ∼ Laplace, U ∼ Normal

β No Trim TT(Z) TT–BC(Z) TT(X) TT(X,k
(x)
n ) TT(X,kn) TT(Y)

.25 .01, .048, .097 .009, .050, .101 .007, .052, .105 .009, .051, .098 .011, .050, .101 .010, .049, .099 .010,.053,.103
1 .013, .021, .028 .013, .044, .084 .014, .054, .101 .022, .051, .084 .010, .051, .097 .014, .021, .029 .019,.030,.043
2 .014, .019, .023 .016, .041, .072 .018, .054, .093 .014, .019, .023 .021, .053, .090 .015, .026, .029 .022,.029,.039

The treatment assignment is D = I(α+ βX > U) with α = 0, hence Z has a symmetric distribution. The true propensity score p(X)

is used to compute Z. Values are rejection frequencies of the null hypothesis ATE = 0, at the 1%, 5%, 10% levels. “No Trim” is the

untrimmed estimator θ̃n; “TT(Z)” is the tail-trimmed estimator θ̂
(tz)
n and “TT–BC(Z)” is the bias-corrected tail-trimmed θ̂

(tz:o)
n : both

use sample mean-centering for trimming. “TT(X)” is θ
(tx)
n ; and “TT(X,k)” is the adaptive version θ̂

(tx)
n of θ

(tx)
n . “TT(Y)” is θ̂

(ty)
n .
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